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The appendix contains copies of refereed articles, proceedings volume publications, and
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publication is given in chronological order in section 10 of this report.

4. Statement of the Problem Studied:

With a one-year, no cost extension, the duration of this three-year program was forty-eight
months (7 September 1996 to 31 August 2000). One objective of this program was to produce a
new class of sol-gel based capacitors and batteries. Another objective was to develop a detailed
understanding of how the microscopic material properties control the macroscopic material
performance, and ultimately provide new mathematical screening tools that will reduce the cost
of sol-gel materials synthesis and characterization, and aid in the systematic design and
development of novel electrode systems as electrochemical power sources. Significant
accomplishments were achieved in each of these areas. The team that carried out the research,
and highlights of these accomplishments are given below.

5. Summary of the Most Important Results:

A systematic experimental and theoretical program was carried out, with a unique research
team comprised of five experts whose expertise spans sol-gel synthesis, characterization and
modeling of controlled pore materials, to electrochemical materials characterization and
electrode fabrication and testing, to first-principle mathematical modeling of battery and
capacitor systems, to molecular modeling of electrode materials. Three of the experts were listed
in the original proposal (J. A. Ritter, J. W. Weidner and R. E. White). The two additional experts
(B. N. Popov and P. B. Balbuena) were involved with similar projects being funded elsewhere
and were willing to contribute to this project by way of co-advising graduate students, etc.
Another contribution to this program came from J. W. Weidner during his sabbatical leave at
UC-Berkeley, where he collaborated with J. Newman on a project. ~The numerous
accomplishments that were achieved are summarized below. More details on these
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accomplishments are reported in the refereed articles, proceedings volume publications, and
manuscripts given in the appendix, section 10.

Very fine cobalt oxide xerogel powders were prepared using a unique solution chemistry
associated with the sol-gel process. The effect of thermal treatment on the surface area, pore
volume, crystallinity, particle structure, and corresponding electrochemical properties of the
resulting xerogels was investigated and found to have significant effects on all of these
properties. The xerogel remained amorphous as Co(OH), up to 160 °C, and exhibited maxima in
both the surface area and pore volume at this temperature. With an increase in the temperature
above 200 °C, both the surface area and pore volume decreased sharply, because the amorphous
Co(OH); decomposed to form CoO that was subsequently oxidized to form crystalline Co304. In
addition, the changes in the surface area, pore volume, crystallinity, and particle structure all had
significant but coupled effects on the electrochemical properties of the xerogels. A maximum
capacitance of 291 F/g was obtained from an electrode prepared with the CoOx xerogel calcined
at 150 °C, which was consistent with the maxima exhibited in both the surface area and pore
volume; this capacitance was attributed solely to a surface redox mechanism. The cycle life of
this electrode was also very stable for many thousands of cycles.

A full 2* factorial design study was carried out on sol-gel derived resorcinol-formaldehyde
carbonized resins for use as the anode in the lithium ion battery. This statistical design approach
was used to determine the effect of initial solution pH, wt% solids, pyrolysis temperature and gel
type (aerogel or xerogel) on the final carbon product. The response variables were surface area,
pore volume, and reversibility of the first and second cycle charge/discharge capacities. The
results from the sixteen different carbon gels showed that the carbon gel with nearly the lowest
surface area and pore volume gave rise to the highest reversible capacity and coulombic
efficiency, consistent with results reported in the literature. Moreover, the statistical design
approach proved to be very useful in relating many synthesis parameters to the physical
properties of the materials, based on a minimal number of actual syntheses. The traditional one-
at-a-time approach would have required many more actual syntheses to be carried to obtain the
same level of information.

Sol-gel derived high surface area carbon-ruthenium xerogels were prepared from carbonized
resorcinol-formaldehyde resins containing an electrochemically active form of ruthenium oxide.
The electrochemical capacitance of these materials increased with an increase in the ruthenium
content indicating the presence of pseudocapacitance associated with the ruthenium oxide
undergoing reversible faradaic redox reactions. A specific capacitance of 256 F/g (single
electrode) was obtained from the carbon xerogel containing 14 wt% Ru, which corresponded to
more than 50% utilization of the ruthenium. The double layer accounted for 40% of this
capacitance. This material was also electrochemically stable, showing no change in a cyclic
voltammogram for over 2000 cycles.
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A mathematical model of an electrochemical capacitor with hydrous ruthenium oxide
(RuO, ® xH,0) electrodes including both double-layer and surface Faradaic processes is
developed to predict the behavior of the capacitor under the conditions of galvanostatic charge
and discharge. The effect of RuO, ® xH,O particle size is studied and shows that the smaller the
particles the better the performance because of the increased surface area per unit volume or
mass. The model also predicts that the Faradaic process increases significantly the energy per
unit volume of the capacitor for power densities of 100 kW/I or less.

Nine different sol-gel derived carbon xerogels were prepared with different pore structures
by varying the carbonization temperature (in flowing N») and activation time (in 5% CO; in Ny).
For each of these carbon xerogels, mesopore and micropore size distributions and cumulative
surface areas were extracted from a density functional theory analysis. Increasing the
carbonization temperature caused a decrease in the number of micropores in the 6 A range but
had little effect on the mesopore size distribution and thus mesopore cumulative surface area.
Increasing the COj-activation time caused an increase in the number of both micro and
mesopores where pores in the 6 A width range eventually became pores in the 12 A width range.
The electrochemical double-layer capacitance of the carbon xerogels was found to correlate well
with changes in the pore structure, and it was determined that pores less than about 8 A in width
did not contribute to the DLC.

Nickel oxide films were prepared by electrochemically precipitating the hydroxide and
heating it in air to form the oxide. The resulting oxide films behave as a capacitor. The
capacitance of the oxide depends on the heating temperature, and it shows a maximum at 300°C.
The mechanism of charge storage was studied by measuring the capacitance and surface area as
a function of heating temperature, and the capacitance in different electrolytes and potential
windows. The charge-storage mechanism is believed to be a surface redox reaction involving
adsorbed hydroxyl ion.

A novel approach for suppressing the solvated lithium intercalation in graphite was
developed by microencapsulating graphite with nanosized Ni-composite particles. The Ni-
composite graphite showed a great improvement in the charge-discharge performance, coulomb
efficiency and cycling behavior when used as the negative electrode in a Li-ion cell with
propylene carbonate (PC)-based electrolyte. For example, a 10 wt% Ni-composite coating
increased the initial charge-discharge coulomb efficiency of SFG75 graphite from 59 to 84% and
the reversible discharge capacity by 30~40 mAh/g. This Ni-composite coating consisted of
nanosized particles distributed over the surface of the graphite particle, which effectively
blocked some of the edge surfaces exposed to the electrolyte. This minimized solvated lithium
intercalation at these edge sites, which subsequently minimized PC reduction within and
exfoliation of the graphene layers, and also gas evolution; a corresponding improvement in both
the charge discharge performance and safety of the negative electrode in a rechargeable Li-ion
cell resulted.
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Electrochemical impedance and self-discharge studies were carried out to investigate the
kinetics of lithium intercalation into bare and Ni coated KS10 graphite. Values of the charge
transfer resistances, exchange current densities, surface film resistances and lithium ion diffusion
coefficients as functions of the state of charge (SOC) all favored the 10 wt% Ni-composite KS10
graphite over bare KS10 graphite when these materials were used as the negative electrode in a
Li-ion cell with propylene carbonate (PC)-based electrolyte. The charge transfer resistances
were always lower and gave rise to 24 to 32 % larger exchange current densities, which
increased from 103 and 425 mA/g as the SOC increased; the surface film resistances for both
materials were similar and both decreased with increasing SOC from 0.24 to 0.05 Q-g; and the

lithium ion diffusion coefficients were always slightly larger, ranging between 1.09x10” and
6.7x10”° cm?%s. Results from the self-discharge study also favored the 10 wt% Ni-composite
KS10, which exhibited less capacity loss over a ten day period compared to bare KS10.

The effects of the carbonization temperature (in N) and CO,-activation time (in 5% CO; in
N,) on the pore structure of carbon xerogels, derived from the sol-gel polymerization of
resorcinol-formaldehyde resins, were studied in detail. As the carbonization temperature
increased, the number of micropores in the 6 A range decreased, with essentially no effect on the
pores in the mesopore range, and the cumulative surface areas and pore volumes both decreased,
but only marginally. As the CO,-activation time increased, the number of micropores and
mesopores both increased, where pores in the 6 A range eventually became pores in the 13 A
range, and the cumulative surface areas and pore volumes both increased significantly. The
skeletal densities also increased significantly, approaching that of graphite, with an increase in
both the carbonization temperature and CO,-activation time, but the nanoparticle size was
largely unaffected. Weight loss was nearly independent of the carbonization temperature at
about 50 %; but it was strongly dependent on the CO»-activation time with a maximum weight
loss of about 75 %.

A procedure is developed whereby experimental changes in capacity and mass can be
correlated with the nonstoichiometry and point defect structure of nickel hydroxide thin films.
The capacity and mass of the films are simultancously monitored using an electrochemical
quartz crystal microbalance (EQCM). This information is used as input into the point defect-
containing structural model to track the changes that occur during short term cycling. Pure
nickel hydroxide films have been chosen as the test material. The loss in capacity on cycling is
explained based on incomplete incorporation of potassium ions in (or near) the nickel vacancy
during charge, as additional protons are then allowed to occupy the vacant lattice site. The
model and methodology developed in this paper can be used to correlate electrochemical
signatures with material microstructure.

Carbon gels were synthesized via the sol-gel polycondensation of resorcinol with
formaldehyde using a sodium carbonate catalyst. A full 2* factorial design study was performed
to study the effect of initial solution pH, wt% solids, pyrolysis temperature and gel type (acrogel
or xerogel) on the surface area, pore volume and electrochemical capacitance. It has been found
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that the gels showing the highest surface area also show the highest capacitance. These include
the aerogels made with a high initial solution pH and a low pyrolysis temperature. Pore volume
is also maximized with an aerogel and a high initial gel pH. Results also indicate there are
interaction effects occurring between factors, especially between initial solution pH and gel type
which make this factorial design approach an effective means of studying these materials.

Approximate models are developed, based on second, fourth and sixth order polynomials,
that describe the concentration profile of an electrochemically active species in a spherical
electrode particle. Analytical expressions are obtained that describe how the concentration
profiles, surface concentrations and electrode utilization change during the galvanostatic
discharge of an electrode particle. Based on a comparison with an exact analytical model over a
wide range of dimensionless current densities, all three approximate models performed
extremely well in predicting these quantities. Quantitative criterion for the validity of these
models is also developed and shows that the sixth order, four parameter approximate model is
the best. These approximate models, or similarly developed models, should find extensive use in
simplifying the modeling of complex electrochemical systems without sacrificing much
accuracy.

The nickel hydroxide electrode is known to exhibit a stable hysteresis loop, with the potential
on charge being higher than that on discharge at every state-of-charge. What we show here is
that this loop created during a complete charge and discharge (i.e., boundary curves) is not
sufficient to define the state of the system. Rather, internal loops within the boundary curves
(i.e., scanning curves) can be generated that access potentials between the boundary curves. The
potential obtained at any state-of-charge, as well as how the material charges and discharges
from that point, depends on the cycling history of the material. Analysis of the boundary and
scanning curves suggests that the electrode consists of a number of individual units or domains,
each of which exhibits two or more metastable states. The cycling behavior of the nickel
hydroxide electrode is discussed within the context of previously developed theoretical
arguments regarding domain theory. Although the specific cause for the metastability in each
domain is not understood, considerable insights are provided into the history-dependent behavior
of the nickel hydroxide electrode. Finally, an empirical procedure is developed to predict the
scanning curves based on the boundary curves.

Many rescarchers, based on the primitive diffuse layer model of the electrical double layer,
have carried out Monte Carlo and other molecular simulations, and density functional theory
(DFT) analyses, of the ion distribution near a charged wall over a range of reduced surface
charge densitics. At higher reduced surface charge densities, they revealed two fundamental
phenomena: layering of the counter-ions and charge inversion. All of the results from these
various studies in the literature agree well with each other; however, none of them contrasted
their results against those expected in an actual electrochemical system to determine whether
they were physically realistic. Therefore, the objective of this note is to report on a density
functional theory (DFT) analysis of the same system and under the same conditions; but in this
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case, a significant effort is expended on comparing the results with those that are expected in an
actual electrochemical system. It is shown that the DFT approach does very well in predicting
reasonable values of the double layer capacitance of aqueous-based systems, based on the
restricted primitive model of the double layer. But this is true only when the surface charge
density is limited to physically realistic values, and also when the effect of the Stern layer is
accounted for in the analysis. It is anticipated that the other models discussed in this work would
also give reasonable values of the double layer capacitance under these circumstances.
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Characterization of Sol-Gel-Derived Cobalt Oxide Xerogels as
Electrochemical Capacitors

Chuan Lin, James A. Ritter,* and Branko N. Popov*

Department of Chemical Engineering, University of South Carolina, Columbia, South Carolina 29208, USA

ABSTRACT

Very fine cobalt oxide xerogel powders were prepared using a unique solution chemistry associated with the sol-gel
process. The effect of thermal treatment on the surface area, pore volume, crystallinity, particle structure, and corre-
sponding electrochemical properties of the resulting xerogels tas investigated and found to have significant effects on all
of these properties. The xerogel remained amorphous as Co(OH), up to 160°C, and exhibited maxima in both the surface
area and pore volume at this temperature. With an increase in the temperature above 200°C, both the surface area and
pore volume decreased sharply, because the amorphous Co(OH), decomposed to form CoO that was subsequently oxidized
to form crystalline Co,0,. In addition, the changes in the surface area, pore volume, crystallinity, and particle structure
all had significant but coupled effects on the electrochemical properties of the xerogels. A maximum capacitance of
291 F/g was obtained for an electrode prepared with the CoO, xerogel calcined at 150°C, which was consistent with the
maxima exhibited in both the surface area and pore volume; this capacitance was attributed solely to a surface redox

mechanism. The cycle life of this electrode was also very stable for many thousands of cycles.

Introduction

Interest in electrochemical capacitors for high-power de-
vices in energy-storage systems has risen in recent years."®
Moreover, the energy density of the relatively new pseudo-
capacitor devices that are based on faradaic processes has
been reported to be many times greater than that of the more
traditional double-layer capacitors."® Noble metal oxides,
such as RuQ, and IrQO,, have been identified as possibly the
best electrode materials for pseudocapacitors. For example,
Zheng et al.” achieved a remarkable specific capacitance of
760 F/g from a sol-gel-derived amorphous RuO, with a very
high electrical conductivity; but the high cost of this and
other noble metal materials may be a limiting factor. Thus,
other efforts have aimed at making a lower cost electrode
material that has a relatively high capacitance. For exam-
ple, Liu et al.? developed an ultracapacitor device based on
a sol-gel-derived porous metal oxide NiO,/Ni {ilm. The spe-
cific¢ capacitance of this device, ranging from 50 to 64 F/g
(equivalent to 200 to 256 F/g for a single electrode), is con-
siderably higher than that obtained from carbon-based
capacitors. Srinivasan and Weidner® also developed an elec-
trochemical route for making nickel oxide capacitors with
relatively large specific capacitances of about 240 F/g (from
a single electrode). Cobalt oxide electrode materials have

* Electrochemical Society Active Member.

also been studied extensively due to a variety of applica-
tions in electrocatalysis'®* and lithium-ion batteries.™
However, cobalt oxides have not been examined for use as
electrochemical capacitors (with one recent exeption®), most
likely because the common preparation method, involving
the thermal decomposition of a metal salt,'>'® usually yields
low surface area oxides. Even the electrochemical precipita-
tion technique,® which produced an acceptable nickel oxide
capacitor, resulted in a rather low specific capacitance for
cobalt oxide of about 40 F/g (single electrode, fired at
250°C). Nevertheless, it is clear that sol-gel™®"'® and other
precipitation processes’ have been receiving increasing
attention in the electrochemical research community for
making high surface area metal oxides.

The sol-gel process is quickly becoming one of the most
promising materials synthesis techniques, because it readi-
ly allows for control of the texture, composition, homogene-
ity, and structural properties of the resulting materials."
Moreover, numerous studies have been devoted recently to
understanding how the synthesis conditions affect the
porous structure of sol-gel derived materials *** But only
limited information is available on sol-gel-derived cobalt
oxides."” Also, a paucity of information is available that
correlates the surface area and pore structure with the elec-
trochemical properties of the electrode materials.

Therefore, the objective of this work was to develop a new
sol-gel synthesis route®® for making high surface area cobalt




4098

oxide xerogel powders with a controlled pore structure for
use as an electrode material in electrochemical capacitors.
Another objective was to study the effect of the calcination
temperature on the surface area, pore volume, particle
structure, and corresponding electrochemical properties of
the CoO, xerogels. Physical adsorption, transmission elec-
tron microscopy (TEM), X-ray diffraction (XRD), thermo-
gravimetric analysis (TGA), differential scanning calorime-
try (DSC), and electrochemical techniques were used to
correlate the electrochemical performance of the material
with its physical properties.

Experimental

Reagent-grade cobalt chloride (CoCl,, 98%, Aldrich),
sodium ethoxide (NaOC,H;, 96%, Aldrich), dehydrated
ethanol (EtOH, 200 proof, Quantum), ammonium hydroxide
(NH,OH, 50 vol %, Alfa), and potassium hydroxide (KOH,
85% assay, Alfa) were used as received. CoCl,, NaOG,H,
(mole ratio of CoCl, to NaOC,H; = 1:2) and dehydrated
EtOH were added to a three-necked flask equipped with a
N, purge, cooling water condenser, and magnetic stirrer. The
mixture was heated and refluxed for 3 h, and then cooled to
room temperature. Next, while agitating, a 0.2 M solution of
NH,OH was added dropwise to form the hydrogel; agitation
was continued overnight. The reactions for the synthesis are
summarized below

CoCl, + 2NaOC,H, = Co(OC,H;), + 2NaCl (]

NH,OH
Co(0C,H,), + 2H,0 ——> Co(OH), + 2C,H;0H [2]

In order to remove NaCl from the hydrogel, the gel was
washed with a 50 vol % solution of distilled water and
EtOH, and vacuum filtered three times. This step was fol-
lowed by a final wash with dehydrated EtOH. Temperature-
programmed drying and calcination in air were used in the
final preparation step. With a heating rate of 0.5°C/min, the
gel was heated to 65°C and held there for 5 h. It was then
heated to 110°C and held there for another 5 h. Finally, it was
heated at a rate of 5°C/min to the calcination temperature
(varied as a parameter in this study), and held there for 3 h.

The surface area and pore volume were obtained with a
Micromeritics Pulse Chemisorb 2700 analyzer, and skeletal
densities were measured with a Quatachrome ultra-
pycnometer 1000. TEM were obtained with a Hitachi
H-8000 TEM, and XRD patterns were collected using a
Rigaku-D-max B diffractometer equipped with a Cu source.
A Perkin-Elmer thermogravimetric analyzer (TGA-7) and a
Perkin-Elmer differential scanning calorimeter (DSC-7)
were used to determine the weight loss and corresponding
thermal effects of the dried gel during calcination in air at
a heating rate of 5°C/min.

Cyclic voltammetric and chronopotentiometric measure-
ments were performed with an EG&G PAR model 273
computer-controlled potentiostat-galvanostat, driven by
model 273 electrochemical analysis software. A three-elec-
trode system was used for the electrochemical measure-
ments. The working electrode contained about 5 mg CoO,
xerogel bound with 5 wt % polytetrafluoroethylene (PTFE,
Aldrich). It was rolled to a thickness of about 100 pm, cut
into a circular piece with a diameter of 0.75 cm, and pressed
at 3 tons/cm? between two pieces of nickel gauze with nick-
el wire leads for connection. Platinum gauze served as a
counter electrode; and a saturated calomel electrode (SCE)
was used as a reference electrode. A 1 M KOH solution was
used as the electrolyte. All of the electrochemical measure-
ments were conducted at room temperature.

X-ray diffraction peak widths were used to estimate the
average size of the crystallite in the CoO, xerogels from
the Scherrer equation®

K
b-cos 6
where b is the peak width at its half-height in terms of 26, A
is the incident radiation wavelength (1.5406 A for Cu Ka
radiation), 6 is the angle of the diffraction, K is a constant

{3]

J. Electrochem. Soc., Vol. 145, No. 12, December 1998 © The Electrochemical Society, Inc.

(taken as 0.9), and d is the crystallite size. The pore volume
and skeletal density measurements were used to obtain the
particle density from the following relationship
1
4 =—7 tl
vV o+
Pd

s

where V, is the specific pore volume, d, is the skeletal den-
sity, and d, is the particle density.

Results

The effect of thermal treatment on the surface area and
pore volume of the CoO, xerogels is shown in Fig. 1. The
surface area initially increased with an increase in tem-
perature from 110 to 150°C, and it reached a maximum of
198 m?g at 150°C. Beyond 150°C, the surface area de-
creased sharply to about 120 m*/g at 250°C and 50 m?/g at
400°C, and finally it reached 20 m?*/g at 600°C. The pore
volume exhibited similar trends and increased slightly
from 0.40 to 0.43 cm’/g with an increase in temperature
from 110 to 150°C. Beyond 150°C, it decreased linearly
with increasing temperature down to 0.04 cm®/g at 600°C.

The effect of the calcination temperature on the crys-
talline structure of the CoO, xerogels is shown in Fig. 2%in
terms of the XRD patterns. Between 110 and 150°C the
XRD patterns were essentially identical exhibiting only
two small featureless peaks at 26 = 32 and 58°, which were
probably associated with amorphous Co(OH),. At higher
temperatures, the XRD patterns exhibited the characteris-
tic peaks of Co,0, '" at 36.6, 59.2, and 65.1°, which first
appeared following calcination at 200°C; and as the tem-
perature increased the intensities of the peaks increased,
indicating that more crystallization was taking place. This
increase in intensity with an increase in the calcination
temperature is also shown in Fig. 3, where the average
crystallite size and intensity of the XRD peak at 26 = 36.6°
are plotted as a function of the calcination temperature.
Linear relationships were exhibited in both cases. The
crystallite size was initially about 4 nm for the CoO, xero-
gel calcined at 200°C, and it grew to about 25 nm as the
calcination temperature increased to 600°C. The TEM
images of the CoO, xerogels shown in Fig. 4A and B,
respectively, were qualitatively consistent with these re-
sults. They show that the CoO, xerogel calcined at 150°C
was comprised of 10 nm particles, whereas that calcined at
600°C was comprised of larger 30 to 40 nm particles. )

Figure 5 displays the skeletal densities of the CoO, xero-
gels calcined at different temperatures. The skeletal density
increased slightly from 3.19 to 3.34 g/cm’® with an increase
in temperature from 110 to 150°C, and then it increased lin-
early to about 5.45 g/cm’ at 300°C. Between 300 and 600°C,
the skeletal density remained essentially constant, and
finally it reached 5.74 g/cm® at 600°C, which is about 94%
of the theoretical density of Co,0,.” In contrast, the particle
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Fig. 1. Effect of the calcination temperature on the surface area

and pore volume of the CoO, xerogels.
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Fig. 2. Effect of the calcination temperature on the XRD patterns
of the fresh CoO, xerogels.

density essentially increased from 3.1 to 4.7 g/cm® with an
increase in temperature from 150 to 600°C.

The TGA and corresponding DSC analyses are illus-
trated in Fig. 6. The weight loss of the CoO, xerogel
occurred in three stages: an initial loss of about 13% up to
160°C, followed by a rapid loss of around 14% between
160 and 170°C, and an additional but gradual loss of
around 4% up to 750°C. The initial weight loss up to
160°C was not associated with any thermal events as seen
in the DSC trace. However, between 160 and 170°C, the
weight loss was accompanied by a marked endothermic
event that extended over a broader temperature range (up
to 270°C) than the weight loss. The final small weight loss
between 400 and 650°C was accompanied by another
marked thermal event; however, in this temperature range
an exothermic event occurred.
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Fig. 3. Effect of the calcination temperature on the average crys-
tallite size and intensity of the fresh CoO, xerogels from XRD
peaks at 26 = 36.6°.

Fig. 4. TEM images of the CoO, xerogels calcined at (A, top) 150°C
and (B, bottom) 600°C.

Cyclic voltammetry (CV) and galvanostatic techniques
were used to determine the electrochemical properties of
the CoO, xerogels as a function of the calcination temper-
ature. Figure 7A shows the characteristic shapes of the CV
curves for the CoO, xerogels calcined at three different
temperatures (150, 200, and 600°C). The potential was
scanned between —0.3 and 0.5 V (vs. SCE) in both direc-
tions and the current response was measured for a scan
rate of 5 mV/s. In all cases, a single anodic peak was
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Fig. 5. Effect of the calcination temperature on the skeletal and
particle densities of the CoO, xerogels.
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Fig. 6. Thermogravimetric analysis (TGA) and differential scan-
ning calorimetry (DSC) of the CoO, xerogels heated in air at
5°C/min.

exhibited at about 0.45 V, and a corresponding cathodic
peak at about 0.30 V. In addition, a shoulder appeared
between 0 and 0.3 V for the xerogel calcined at 150°C. The
electrochemical stability of the CoO, xerogel electrode cal-
cined at 150°C was also studied; the result is shown in Fig.
7B. Essentially no change is exhibited in the initial cycle
and after several thousand cycles, indicating that this
electrode was very stable.

Figure 8 shows the dependence of the cathodic peak cur-
rent on the calcination temperature. It exhibited a similar
trend to the surface area and pore volume plots shown in
Fig. 1. A maximum current was obtained for the xerogel
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Fig. 7. Cyclic voltammograms (CVs} of (A) the CoO, xerogels cal-
cined at three different temperatures, and {8} the CoO, xerogel
calcined at 150°C for the first and after several thousand cycles.
The curves were normalized to the current response for 1 g of
active material; and the CV was measured in T M KOH with a
sweep rate of 5 mV/s.
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Fig. 8. Effect of the calcination temperature on the cathodic peak
currents obtained from the CV results of the CoO, xerogel electrodes.

calcined at 150°C, which was the same temperature at
which the surface area and pore volume exhibited maxi-
ma. Constant-current (2.26 mA/cm?) discharge profiles of
the CoO, xerogels are shown in Fig. 9. The corresponding
specific capacitances were calculated from

C= LAt (51

m-AV

and are displayed in Fig. 10. I is the discharge current, At is
the total discharge time, m is the mass of the CoO, xerogel,
AV is the potential drop during discharging, and C is the
specific capacitance. The total discharge time was used
because it was difficult to determine the transition time for
the material calcined at 150°C. In this way, the CoO, xero-
gel calcined at 150°C exhibited the highest specific capaci-
tance of 291 F/g. The curves in Fig. 10 also exhibited simi-
lar trends to those shown in Fig. 1 and 8; thus, these results
were consistent with those obtained from the CVs (Fig. 7TA).

Discussion

The chemistry depicted in Eq. 1 and 2 gives rise to
unique cobalt oxides via the hydrolysis and condensation
of the transition metal alkoxide. However, because the
hydrolysis of transition metal alkoxides is so rapid," this
chemistry results in sol-gel-derived precipitates instead of
gels. Nevertheless, cobalt oxide precipitates can be synthé&
sized with rather interesting physical and electrochemical
properties, as discussed above and shown in Fig. 1 to 10.

The increases in the surface area and pore volume from
110 to 150°C (Fig. 1) was attributed to the removal of
physisorbed water or some solvent, which may have open-
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Fig. 9. Effect of the calcination temperature on the constant current
discharge curves of the CoO, xerogel electrodes measured with a
current density of 2.26 mA/cm? in 1 M KOH solution. The elecirodes
were approximately 100 pum in thickness and 7.5 mm in diameter,
and they contained approximately 4.2 mg of CoO, xerogel.
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Fig. 10. Effect of the calcination temperature on the specific
capacitance of the CoO, xerogel electrodes.

ed the pore structure of the material.” The maxima in both
the surface area and pore volume exhibited at 150°C, and
the sharp weight loss from 160 to 170°C were most likely
due to the decomposition of cobalt hydroxide to form
amorphous cobalt oxide by removal of chemisorbed water
according to Eq. 6%

Co(OH), -+ CoO + H,O (6]

because no CoO peaks were observed in the XRD pattern
(see Fig. 2). The theoretical weight loss to form CoO from
Co(OH), was about 19.4%, which was larger than the 14%
obtained from the TGA results for the temperature change
from 160 to 170°C (sce Fig. 6). This difference was most
likely caused by OH groups still remaining in the bulk
within this temperature range, that could only be elimi-
nated at higher temperatures. As the temperature was in-

creased above 170°C, the oxidation of CoO to Co;O, began

729,30

to take place according to Eq.
6Co0O + O, — 2Co0,0, (7]

which was consistent with the XRD results, in that the
intensity of the Co,0, peaks increased with increasing
temperature. According to the TGA results, this reaction
was completed between 400 and 500°C.* The theoretical
weight loss corresponding to the change from Co(OH), to
Co,0, was about 13.6 %, but the weight loss obtained with
the TGA during the temperature excursion from 150 to
450°C was about 17%. The difference was most likely
associated with  the removal of additional
physisorbed/chemisorbed water at about 160°C.

In the temperature range from 170 to 400°C, primary
amorphous CoO, particles aggregated and formed larger
secondary crystalline particles, thus eliminating some of
the smallest intra- and interparticle voids and resulting in
a sharp drop in the surface area and a gradual drop in the
pore volume. These explanations are consistent with the
XRD results shown in Fig. 2 and 3, which show that in the
200 to 400°C temperature range the average crystallite size
more than doubled. In fact, the particle sizes of the xero-
gels obtained from the TEM images were larger than those
estimated from the XRD results, which suggests that the
particles scen in the TEM images consisted of an aggregate
of crystallites, instead of single crystallites. This aggrega-
tion phenomenon occurred with minimal weight loss and
an initial endothermic event that ceased at about 250°C
(Fig. 6). This endothermic event was most likely caused by
the decomposition of Co(OH), to form CoO by elimination
of chemisorbed water according to Eq. 6 and the subse-
quent oxidation of CoO to Co,0, according to Eq. 7.
Moreover, a significant structural change occurred in this
temperature range, during which the xerogel converted
from an essentially amorphous structure into an essential-
ly crystalline structure. What was most interesting, how-
ever, is that in this temperature range, Fig. 5 shows that
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the skeletal density increased dramatically and attained
nearly the theoretical density of Co,O, at about 275°C, but
the particle density was still increasing, thereby indicating
the continued loss of surface area and pore volume.

In the final temperature range from 400 to 600°C, the
secondary particles began to grow into even larger crystal-
lites, which necessarily eliminated some of the large intra-
and interparticle voids. As a result, the pore volume de-
creased continuously, but the surface area decreased more
slowly. Again, the average crystallite size nearly doubled;
and the results in Fig. 2 and 4 show that a highly crys-
talline Co,0, structure was created at the final tempera-
ture of 600°C. The final weight loss and corresponding
exothermic event that took place in this temperature
range was assigned to structural relaxation,” a process
whereby intra- and interparticle voids are eliminated but
with little weight loss. During this structural relaxation,
the surface area and pore volume of the CoO, xerogel con-
tinuously decreased, but the crystallite size grew as shown
in Fig. 1, 2, and 3.

It was also interesting to ascertain whether the
Brunauer, Emmett, and Teller (BET) surface area corre-
sponded to intra- or interparticle voids, depending on the
calcination temperature. To illustrate, the CoO, xerogels
calcined at 250 and 600°C were selected with correspond-
ing particle sizes of 15 and 35 nm (as determined from
XRD) and skeletal densities of 4.10 and 5.74 g/cm?, respec-
tively. The external surface areas of these particles were
calculated from the relationship

-6
Dd. (8]

where D is the particle diameter, d, is the skeletal density,
and S is the specific surface area; they were 98 and
30 m%/g, respectively. For the xerogel calcined at 600°C, the
calculated external surface area of 30 m?/g was close to
that obtained from the BET measurement of 20 m*/g, indi-
cating that the particles were nonporous and that both the
BET surface area and pore volume were due to interparti-
cle voids. In contrast, for the xerogel calcined at 250°C, the
calculated external surface area of 98 m*/g accounted for
only half of the BET surface area of 180 m*/g, indicating
that significant intraparticle voids were present in the
form of various sizes of pores. The highly porous structure
of the CoO, xerogels calcined below ca. 250°C was mani-
fest through the sol-gel chemistry depicted in Eq. 1 and 2.

The sol-gel chemistry associated with transition metal
alkoxides was also responsible for the unique electro-
chemical properties of the CoO, xerogels, as shown in
Fig. 7 to 10. For example, the very stable and reproducible
peaks in the CVs shown in Fig. 7A and B between 0.3 and
0.5 V (vs. SCE) corresponded to the oxidation of CoOOH to
Co0, according to Eq. 9"

CoOOH + OH™ & Co0, + H,0 + e~ (9]

where the CoOOH under open-circuit potential conditions
was formed initially from"

Co(OH), + OH™ & CoOOH + H,0 + e~ (10]

for the xerogels calcined at the lower temperatures, e.g.,
below 200°C; and from"’

Co,0, + H,0 + OH™ & 3CoOO0H + e~ (11}

for the xerogels calcined at the higher temperatures, e.g.,
above 200°C.

To iltustrate a charge-storage mechanism associated with
the CoO, xerogel electrodes, a theoretical capacitance, C;,
for the one-electron exchange redox reaction (Eq. 9) that is
assumed to take place only on the surface of each particle
was estimated from

sF

Cr = 5 12
T RL,AV (12}

where s is the specific surface arca, I is Faraday's con-
stant, h is the length of a crystal lattice and taken as 4.26 A
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for crystalline Co0,*® L, is Avogadro’s nu:roer, and AV is
the potential range from 0 to 0.5 V for the current meas-
ured. Equation 12 implies that there is oaly one Co atom
in the square area of h on the surface; thus, at 150 and
300°C, corresponding surface areas of 199 and 99 m?/g give
rise to Cy of 351 and 175 F/g, respectively. These values are
very close to the measured capacitances of 291 and 163 F/g
at these two temperatures, respectively. This result sug-
gested that the CoO, redox reaction was taking place only
on the surface of each particle that was in direct contact
with the electrolyte, and that the charge-storage mechan-
ism was based solely on the surface redox reaction and
thus pseudocapacitance. Moreover, if the reaction involved
all of the bulk material, a specific capacitance of 2100 F/g
would have been observed, which is about six to seven
times the theoretical capacitance. This result implies that
14 to 17% of the material was utilized for energy storage,
a fairly large percentage for a surface redox reaction. This
unique feature of the CoO, xerogels was attributed to the
high surface area of this sol-gel-derived cobalt oxide.

According to the literature,''” the anodic shoulder in the
CVs shown in Fig. 7A and B for the xerogel calcined at
150°C was associated with the oxidation process given in
Eq. 10, whereas the cathodic shoulder corresponded to the
reverse of Eq. 10. This very stable redox reaction (Fig. 7B},
which disappeared at higher temperatures, most likely gave
rise to the very high capacitance observed with this mater-
ial (291 F/g). The appearances of these CV curves were also
very similar to those reported by Boggio et al.”® for a Co,0,
thin film deposited by thermal decomposition of Co(NO,),
on a titanium support, which further substantiates that the
origin of the capacitance in these bulk cobalt oxide materi-
als is due solely to surface redox reactions depicted by Eq. 9
to 11, as explained in more detail elsewhere.”® Figure 7TA
also shows that with an increase in temperature, both of the
anodic and cathodic shoulders disappeared; and the peak
currents of both the cathodic peak at 0.3 V and the corre-
sponding anodic peak decreased with increasing calcination
temperature, indicating that crystalline, nonelectrochemi-
cally active species with a smaller active surface area had
been formed. At the highest calcination temperature, the
anodic potential limit extended fully into the oxygen evolu-
tion region, indicating that the only process occurring on
the surface was the formation of oxygen.

The discharge curves shown in Fig. 9 are also explained by
taking into account the structure and electrochemically ac-
tive surface area of the CoO, xerogels. According to Fig. 2,
the electrodes prepared with the CoO, xerogels calcined at
the lower temperatures had an amorphous structure of
Co(OH),. Thus, the high intraparticle surface area of this
amorphous material contributed to the large charging and
discharging currents observed in the potential range from 0
to 0.3 V. However, at temperatures above 200°C, the xerogel
was converted into a crystalline structure of Co,O, that
resulted in a decrease of the electrochemically active surface
area. Consequently, a loss in capacity was observed for all
materials prepared at temperatures above 200°C (see Fig. 9).
These results suggested that the surface area played a major
role in controlling the electrochemical properties of the CoO,
xerogel electrodes. The highest surface area electrode (cal-
cined at 150°C) had the highest redox current, because of its
unique amorphous structure. These trends were also appar-
ent in Fig. 10, where the amorphous structure of the CoO,
xerogel electrode calcined at 150°C resulted in the highest
specific capacitance of all of the CoQO, xerogels studied.

. Conclusions

The calcination temperature had a significant impact on
the structure of the sol-gel derived CoO, xerogel powders
and their corresponding electrochemical properties. The
xerogels essentially exhibited both high surface area and
pore volume at relatively low calcination temperatures; but
after some characteristic calcination temperature was
exceeded, both the surface area and pore volume decreased
with an increase in temperature. The maximum surface
area and pore volume were observed for the xerogel cal-
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cined at 150°C, which yielded a unique amorphous structure
of Co(OH),. At calcination temperatures above 160°C, how-
ever, the amorphous Co(OH), began to decompose to form
CoO that was subsequently oxidized to form crystalline
Co,0, with an increase in temperature, thereby resulting in
lower surface areas and pore volumes. The electrochemical
study showed that the xerogel electrode calcined at 150°C
was very stable over several thousand charging/dischaging
(CV) cycles, and it exhibited the highest surface redox cur-
rents, which were clearly associated with the high surface
area and pore volume of the amorphous Co(OH), structure.
However, the redox currents began disappearing at temper-
atures above 200°C, as a result of structural changes that
took place during formation of the crystalline Co,0, and the
corresponding decreases in the surface area and pore vol-
ume. The highest average specific capacitance obtained was
291 F/g for a single electrode, and it corresponded to the
Co0, xerogel electrode calcined at 150°C. This result was
very close to the theoretical capacitance of 351 F/g that was
obtained based on a surface redox mechanism; thus, the
charge-storage mechanism was due solely to a surface
redox reaction. The unique physical and electrochemical
properties of these CoO, xerogels were attributed to the sol-
gel chemistry of transition metal alkoxides.
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Characterization of Electropolymerized Polyindole
Application in the Construction of a Solid-State, lon-Selective Electrode

P. C. Pandey and R. Prakash®
Department of Chemistry, Banaras Hindu University, Varanasi-221 005, India .

ABSTRACT

The characterization of polyindole made by anodic electropolymerization of indole monomer in dichloromethane is
reported based on scanning electron microscopy (SEM) and differential scanning calorimetry (DSC). The results on SEM
show that the granules in the polymer film are arranged in an ordered manner. The domain of the nuclei in the film made
under potentiostatic condition is much smaller as compared to the domain of the nucleation in the polymer film made
under potentiodynamic condition. The DSC data shows that the polymer is stable at higher temperature. A solid-state
potassium ion-selective electrode (ISE) using polyvinyl chloride (PVC) matrix membrane impregnated with valinomycin
at the surface of the polyindole-modified electrode is reported. Neutral-carrier impregnated PVC membrane is formed by
casting over the surface of the polyindole-modified electrode. The resulting ISE without the incorporation of polyanions
in the polyindole film shows high selectivity to K" with negligible drift of the baseline potential with a slope of 59 mV/dec
within Nernstian behavior. The detection limit of the potassium ion sensor is 6 X 107® M with a wide linearity over almost
5 dec. Typical responses of the neutral-carrier impregnated PVC membrane over the polyindole-modified electrode to
potassium ion is reported.

Introduction ciated with the drift and overshoot of the potgntial leading
to the variable baseline (stead-state potential) recovery
during the potentiometric operation. A significant share of
attention on these problems has been paid during last few
years.'®!® The application of conducting polymers'®'® has
been demonstrated along these lines. Quite recently' all-
solid-state potassium-ion-selective electrodes have been
reported on a Pt disk using a bilayer film of polypyrroie/
poly(4-styrenesulfonate) (PPy/PSS) composite covered
with a plasticized polyvinyl chloride (PVC) matrix mem-
brane impregnated with valinomycin. The problem associ-
ated with the overshoot of the baseline potential was
: : . reduced due to the electroactivity and cation-exchange
sults based on scanning electron microscopy (SEM) and dif- .5 yior of the PPy/PSS film, resulting in the formation o
ferential scanning calorlm et.ry (DSC) Of. the pqum ex film, the concentration cells also referred to as symmetric cells
made by electropoly m_erlza‘tlon of polyi ndole. m .dlChlom_ (ions-in, ions-out) at the test solution/PVC and PVC/(PPy/
methane, are rgported in this present communlcatlgn. PSS) interfaces. Because of the high thermal stability and
trcgi\éesr (ig%g)islga:;ss y e::;i cﬁ"gf%‘;ﬁﬁfﬂ%ﬁ elzgi‘;elfgtlevgie; good electroactivity of the polyindole, it is of great interest
their need in variofi spheres of life articular% in the ana- to study the potentiometric behavior of polyl ndole-modi-
Ivtical. biological dpl' ical ,pA a4 31' tonsi fied electrode in the construction of ISEs. This is attempt-
ytical, biological, and clinical areas. Accordingly, extensive ed in the present communication. An ISE for potassium ion

studies have been made on the development of ISEs based . : s s s

. h : using valinomycin-impregnated, plasticized PVC over the
on unblocked (with conventional single/double-barrel con- h - _ i 1 . t
figuration) and blocked (coated wire electrode, CWE) inter- surface of polyindole-modified electrode is reported.

faces. Extensive investigations on ISEs based on unblocked

The electrochemical synthesis of polyindole has received
a significant share of attention during recent years."” Re-
cently we have reported the electrochemical synthesis of
polyindole by anodic oxidation of indole monomers in
dichloromethane® containing tetrabutylammonium per-
chlorate. The resulting polymer shows better stability and
improved conductivity as compared to the polymer synthe-
sized earlier.!? The application of the polymer in the con-
struction of rechargeable batteries has been reported.’
However, the results of the surface structure and stability of
the film at higher temperature were not reported. The re-

interfaces have been made, several of them on a commercial Experlmental

scale. However, the problems with such a configuration Indole (analytical reagent grade), PVC powder, dibutyl
exist in the applications, mainly due to (i) use in upright phthalate, and valinomycin were obtained from Aldrich
position and (ii) use of internal filling solution and internal Chemical Co. Tetraphenyl borate was obtained from E-
reference element. The coated wire electrodes have gained Merck, India, Ltd; tetrabutylammonium perchlorate
attention due to the simplicity involved in the construction (TBAP) was obtained from Sigma Chemical Co. TBAP was
of the ISEs, avoiding the problems associated with sin- dried in a drying piston below 100°C for a period of 24 h
gle/double-barrel configuration. However, there still exists under vacuum. The aqueous solutions were prepared in
a need for further research to overcome the problems asso- double-distilled deionized water.

) The electrochemical synthesis of polyindole was per-
* Present address: ITRC, M.G. Marg., Lucknow, India. formed with a Solartron electrochemical interface (model




SOL-GEL DERIVED CARBON AEROGELS AND XEROGELS FOR
USE AS THE ANODE IN THE LITHIUM ION BATTERY

E. J. Zanto, J. A. Ritter* and B. N. Popov

Department of Chemical Engineering
Swearingen Engineering Center
University of South Carolina
Columbia, SC 29208

A full 2% factorial design study was carried out on sol-gel derived
resorcinol-formaldehyde carbonized resins for usc as the anode in the
lithium ion battery. This statistical design approach was used to determine
the effect of initial solution pH, wt% solids, pyrolysis temperature and gel
type (acrogel or xerogel) on the final carbon product. The response
variables were surface area, pore volume, and reversibility of the first and
second cycle charge/discharge capacities. The results from the sixteen
different carbon gels showed that the carbon gel with nearly the lowest
surface arca and pore volume gave rise to the highest reversible capacity
and coulombic efficiency, consistent with results reported in the literature.

INTRODUCTION

It has been shown that disordered, amorphous carbons can store more lithium than
graphite, giving them a much higher specific capacity than expected from the
stoichiometry of graphite intercalation compounds GIC (CgLi, 372 Ahr/kg) [1-5]. There
arc many forms of disordered carbons typically that are derived from organic precursors
carbonized below 1000 °C [3, 5-7]. As a result, there has been increasing interest in the
pyrolysis of various organic polymers and resins for use as the anode in the lithium ion
battery. However, carbonized resorcinol-formaldehyde resins, derived from the sol-gel
process, have not been examined for this purpose, even though they are showing
considerable promise for use as an electrochemical capacitor {8-11]. What makes these
kinds of sol-gel derived carbon gels attractive are their tunable physical, chemical and
thus electrochemical properties [12-17], which is also the impetus behind the use of other
types of pyrolysized resins derived from organic precursors.

Within this type of resorcinol-formaldehyde carbon gel, many different carbon
structures can be formed depending on the parameters used in making the gel. Results in
the literature have shown that parameters such as initial solution pH, wt% solids,
pyrolysis temperature, and gel type all affect the outcome of the final carbon product {13,
17]. For example, increasing the initial solution pl, while keeping the wit% solids and
pyrolysis temperature constant, decreased the surface area of the xerogels; and increasing
the pyrolysis temperature, with all parameters constant, also decreased the surface arca.
The problem with the previous work, however, is that only one parameter at a time was
studied. Not only is this extremely time consuming, it also fails to show how the
parameters affect one another. This 1s very important in optimizing the method used to
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create a material for a specific use. Therefore, the objective of this current work was to
use statistical design methods to gain insight into the effects of these four parameters on
carbons made from carbonized resorcinol-formaldehyde resins. The response variables
of interest were surface arca, porc volume, and especially first and second cycle
reversible Li* storage capacities and coulombic efficiencies.

EXPERIMENTAL

Materials and Synthesis Procedure

Resorcinol (ACS, 99+%, Alfa Aisar), formaldehyde (37% in water, Aldrich), sodium
carbonate (anhydrous, ACS, Fisher), and acetone (optima, 99.6%, Fisher) were used as
received. The synthesis procedure for these gels was developed based on the procedure
for making carbon acrogels [12] and xerogels [13]. The solutions contained either 5 or
20 w/v% solids and the R/F (resorcinol/formaldehyde) mole ratio was fixed at 1:2.

Sodium carbonate was used as the catalyst with the R/C (resorcinol/sodium carbonate)
mole ratio fixed at 50:1. Four, onc liter batches of gel were made in a glove box under a
nitrogen atmosphere. These four batches included one with a low initial solution pH and
low wt% solids, one with a high initial solution pH and low wt% solids, one with a low
initial solution pH and high wt% solids, and one with a high initial solution pH and high
wt% solids. These solutions were then poured into 100 ml glass containers with caps and
tightly scaled. They were removed from the glove box and placed in an oven at 87 °C for
one week to form and cure the gel. When removed from the oven, each batch was
divided into two parts. The first part was dried as a xerogel [13] and the second part was
dried supercritically in CO; to create an aerogel [12]. Each type of gel was then
separated again into two parts. Half was calcined at 800 °C and the other half at 1050 °C
in a tube furnace under nitrogen flow. In this way, the initial four batches of gel created
sixteen different carbon materials as prescribed by a 2* factorial design.

Characterization

A Micromeritics Pulse Chemisorb 2700 Analyzer was used to obtain the surface areas
and pore volumes using the single point BET method and N at 77 K. An eight channel
Arbin Electrochemical Instruments charge/discharge station was used to measure the
lithium storage capacity of cach sample. A small pellet was made for each sample by
combining the carbonized resin powder with a Teflon binder in a 20:1 mass ratio. T-cells
were then made in an argon-atmosphere glove box. The pellets and the stainless steel
rods used in the t-cells were first heated to 200 °C for one hour in an oven located in the
glove box. Once they had cooled, lithium foil was placed on the end of the rods being
uscd as the counter and reference electrodes. The t-cells were then assembled using 1:1
EC:DMC in LiPFg as the electrolyte. Once the t-cells were assembled, they were tested
for two cycles using a current density of 1 mA/g between 0 and 2 volts.
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RESULTS AND DISCUSSION

Table 1 details the factors and their levels that were used in the 2* factorial design.
These factors and their high and low ranges were chosen because they have been shown
to have a significant effect on the final carbon product [13, 17]. The raw results from the
surface area and pore volume tests are shown in Table 2. For all sixteen carbon gels, the
surface arcas ranged from a high of 929 m?%/g 1o a low of 460 m?*/g with a mean of 607
m?/g; and the pore volumes ranged from a high of 1.42 cm’/g to a low of 0.20 cm’/g with
a mean of 0.54 cm’/g. It was interesting that these maxima and minima in the surface
areas and pore volumes did not correspond to the same material, further establishing the
unique and diverse propertics that can be obtained with these kinds of carbonized resins.
Moreover, although it is tempting to do so, factorial design methods do not allow for the
trends depicted in Table 2 to be analyzed directly. Instead, for each response variable (in
this case surface area and pore volume), the sixteen different carbon gels were analyzed
using Taguchi’s statistical design methods [18]. This analysis included first completing a
response table, calculating the effects, plotting the effects on a probability plot, and then
from this plot, determining which effects were significant. The probability and parameter
interaction plots for surface area and pore volume arc shown in Figures 1 and 2,
respectively.

Table 1. 2 Factorial Design Factors and Their Settings

Factor High Setting Low Setting
A. Initial Solution pH 7.0 5.5
B. W% Solids 20 5
C. Pyrolysis Temperature 1050 °C 800 °C
D. Gel Type Xerogel Aerogel

Once the surface area results were analyzed statistically, the following cffects were
found to be significant: initial solution pH, pyrolysis temperature, gel type, and the initial
solution pH-gel type interaction. Figure la shows that increasing the pyrolysis
temperature from the low to the high setting caused a significant decrease in the surface
areca. The other two significant factors (A and D) could not be analyzed separately
because they were found to interact with each other. Figure 1b shows the extent of this
interaction (if no interaction existed, the two lines in Figure 1b would be parallel to each
other). This interaction was interpreted in the following way. For the xerogel (D2), in
going from the low to the high pH setting, the surfacc arca did not change much;
however, for the acrogel, the surface area changed significantly in going from the low to
the high pH. Also, at the low pH setting, there was little change between the xerogel and
acrogel compared to that exhibited at the high pH setting. A summary of these effects on
the surface area is given in Table 3. The predicted response values are based on the mean
response values combined with the responses from those effects that proved to be
significant [18]. For example, it was found that the high pli acrogel at the low pyrqusis
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temperature resulted in the maximize surface area, based on a statistically predicted
response. Within the range of this study, w% solids did not affect surface area, and the
minimum surface arca resulted from the opposite settings. For pore volume, Figure 2a
shows that the gel pH, gel type and gel pH-gel type interaction were the only parameters
that significantly affected the pore volume, and Figure 2b shows the effect of each
combination of the interacting parameters on the response variable. A statistical
summary of thesc effects on the pore volume is given in Table 3. The statistically
predicted response for the maximum pore volume resulted from the high pH aerogel.
W% solids and pyrolysis temperature did not affect the pore volume in the range of this
study. It was also interesting that all of the pore volumes obtained for the xerogels,
ranging only from 0.20 to 0.44 cm’/g, were not significantly affected by any of the
chosen factors and their settings.

Table 2. Surface Area and Pore Volume Results

Initial Weight Pyrolysis Gel Type Surface Pore

Solution % Solids Temperature Areca Volume

pH ) (m’/g) (cm’/g)
5.5 5% 800 Aecrogel 561 0.32
5.5 5% 800 Xerogel 569 0.36
5.5 5% 1050 Acrogel 508 0.30
5.5 5% 1050 Xerogel 521 0.28
5.5 20% 800 Acrogel 517 0.24
5.5 20% 800 Xerogel 493 0.26
5.5 20% 1050 Acrogel 474 0.23
5.5 20% 1050 Xerogel 460 0.25
7.0 5% 800 Acrogel 900 0.92
7.0 5% 800 Xerogel 591 0.20
7.0 5% 1050 Aecrogel 753 1.32
7.0 5% 1050 Xerogel 540 0.40
7.0 20% 800 Acrogel 929 1.31
7.0 20% 800 Xerogel 586 0.44
7.0 20% 1050 Acrogel 804 1.42
7.0 20% 1050 Xerogel 515 0.44
Mean 607 0.54
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Figure 1. a) Normal probability and b) interaction plots for surface area.
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Figure 2. a) Normal probability and b) interaction plots for pore volume,
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Table 3. Summary of 2* Factorial Design Results

Predicted Gel pH Wt% Pyrolysis Gel Type
Response Solids Temp.
Max. Surface Area 882 m’/g High * Low Aecrogel
Min. Surface Area 475 m*/g Low * High Xerogel
Max. Pore Volume 1.24 cn13/g High * * Aerogel
1 Cycle Capacity 371 Ahr/kg * * * %
2" Cycle Capacity | 306 Ahr/kg * * * *
Max. 1% Cycle EfT. 43% High N/A N/A N/A
Max. 2" Cycle Eff. 79% Low High N/A Aerogel

* Indicates no significant effect of this parameter on the response variable.

The raw results from the Li* charge/discharge tests are shown in Table 4 in terms of
the first and second cycle charge/discharge capacities and coulombic efficiencies, where
the coulombic efficiency is defined as the ratio of the discharge capacity to that of the
charge capacity in each cycle. The first cycle charge and discharge capacitics of all
sixteen carbon gels varied significantly with a mean charge capacity of 1373 Ahr/kg, a
mean discharge capacity of 371 Ahr/kg and a mean coulombic efficiency of 33%. In
contrast, the second cycle charge and discharge capacities did not vary as much with a
mean charge capacity of 378 Ahr/kg, a mean discharge capacity of 306 Ahr/kg and a
mean coulombic efficiency of 83%. The wide ranges of capacities and coulombic
efficiencies exhibited by these sol-gel derived resorcinol-formaldehyde carbonized resins
were typical of that reported elsewhere for other types of carbonized resins derived from
organic precursors {3, 5-7]. The best material for use as the anode in the lithium ion
battery was that corresponding to a high wit% solids, high pyrolysis temperature, low pH
acrogel with first and second cycle coulombic cfficiencies of 62 and 93%, respectively
and a sccond cycle discharge capacity of 492 Ahr/kg. These were also the conditions that
resulted in nearly the lowest surface arca and pore volume (see Table 2), in agreement
with that typically reported in the literature. However, recall that the specific trends
depicted in Table 4 could not be analyzed directly; they had to be analyzed using
Taguchi’s methods [18]. The probability plots for the first cycle reversible capacity and
coulombic efficiency are shown in Figure 3, and the probability and interaction plots for
the second cycle reversible capacity and coulombic efficiency are shown in Figure 4.

Analysis of the first and second cycle reversible (discharge) capacitics using
Taguchi’s methods 18] revealed that there were no significant cffects from any of the
four parameters, as shown in Figures 3a and 4a. Furthermore, Figure 3b shows that the
first cycle coulombic efficiency was affected only by the gel pH, whereas Figure 4b
shows that the second cycle coulombic efficiency was affected by the gel pH, wit% solids,
gel type and gel pll-gel type interaction. The interaction plot in Figure 4¢ shows that the
sccond cycele coulombic efficiencies at the low pll setting were similar for the acrogel
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and xerogel but differed significantly at the high pH setting. Moreover, the xerog
consistently gave a high coulombic efficiency for both high and low pH settings, where
the acrogel cxhibited a marked decrease in the second cycle coulombic efficiency
going from the low to the high pH setting. A statistical summary of these effects on I
first and second cycle capacities and coulombic efficiencies is given in Table 3. Sin
there were no statistically significant effects of any of the four parameters on the first at
second cycle reversible capacities, the predicted responses corresponded to the mea
given in Table 4, which were very similar to the maximum capacity exhibited t
graphite. In contrast, the parameter settings corresponding to the first and second cyc
coulombic efficiencies were different. For example, the statistically predicted respon:
for the maximum first cycle coulombic efficiency resulted from the high pH gel (no oth
factors were significant), where as that for the second cycle coulombic efficiency resultc
from a low pH high wt% solids acrogel. Based on these perplexing results for the fir
and second cycle coulombic efficiencies, it was clear that this statistical design approac
only allowed for a single response variable to be minimized or maximized. It did n
give any insight into how to maximize or minimize multiple response variables, like tl
first and second cycle coulombic efficiencies. Nevertheless, the overall results from th
study did indicate that to maximize both reversible capacity and coulombic efficiency,
set of parameters that minimizes both surface area and pore volume simultaneous
would be advantageous.

Table 4. Charge/Discharge Capacity (Ahr/kg) and Coulombic Efficiency (%) Results

lni{i‘al Weight  Pyrolysis Gel Cycle | Cycle 2
SO'{:‘I‘{'O" S:f‘.l’ds T(co‘g" TYPe  Charge dll);:;C Eff. Charge dll);i;;c Eff.
5.5 5% 800 A 955 359 38 342 294 86
5.5 5% 800 X 965 396 41 377 326 86
5.5 5% 1050 A 724 272 38 280 242 87
5.5 5% 1050 X 806 322 40 316 271 86
5.5 20% 800 A 819 310 38 267 243 91
5.5 20% 800 X 790 235 30 216 189 88
5.5 20% 1050 A 975 605 62 531 492 93
5.5 20% 1050 X 638 350 55 273 2§6 94
7.0 5% 800 A 3064 553 I8 G667 449 67
7.0 5% 800 X 1164 302 26 298 252 84
7.0 5% 1050 A 2031 237 12 273 201 74
7.0 5% 1050 X 926 243 26 251 216 86
7.0 20% 800 A 2862 605 21 698 496 71
7.0 20% 800 X 1092 335 31 333 292 87
7.0 20% 1050 A 3062 518 17 *@24 429 69

7.0 20% 1050 X 1040 285 27 295 265 90
Mean 1373 371 33 378 300 83
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Development of Carbon-Metal Oxide Supercapacitors from Sol-Gel
Derived Carbon-Ruthenium Xerogels '

Chuan Lin,? James A. Ritter,””* and Branko N. Popov*

Department of Chemical Engineering, Swearingen Engineering Center, University of South Carolina, Columbia, South Carolina
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Sol-gel derived high surface area carbon-ruthenium xerogels were prepared from carbonized resorcinol-formaldehyde resins con-
taining an electrochemically active form of ruthenium oxide. The electrochemical capacitance of these materials increased with an
increase in the ruthenium content indicating the presence of pseudocapacitance associated with the ruthenium oxide undergoing
reversible faradaic redox reactions. A specific capacitance of 256 F/g (single electrode) was obtained from a carbon xerogel con-
taining 14 wt % Ru, which corresponded to more than 50% utilization of the ruthenium. The double layer accounted for 40% of
this capacitance. This material was also electrochemically stable, showing no change in a cyclic voltammogram for over 2000

cycles.
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There has been increasing interest in electrochemical capaci-
tors!- as energy storage systems because of their high power densi-
ty and long cycle life, compared to battery devices. According to the
mechanism of energy storage, there are two types of electrochemical
capacitors. One type is based on double layer (dI) formation due to
charge separation, and the other type is based on a faradaic process
due to redox reactions. These dl devices are referred to as electro-
chemical dl capacitors (EDLCs), and faradaic devices are called
pseudocapacitors. Depending on the origin of the interaction be-
tween the electrode and electrolyte, the associated capacitance is
usually in the range of tens (for dl capacitors) to hundreds (for pseu-
docapacitors) of wF per cm? of interfacial area.

Carbon materials, such as activated carbons,%” carbon fibers,®
and carbon acrogels,” arc widely used for dl capacitors because of
their high surface area. The specific capacitance of these kinds of
carbon materials typically ranges from 40 to 160 F/g (single elec-
trode). On the other hand, comparatively lower surface area transi-
tion metal oxides, such as amorphous hydrous ruthenium oxide,
Ru0,-H,0, ' have been studied for pseudocapacitors. A remarkable
specific capacitance of 760 F/g (single electrode) was achicved for
this material made by the sol-gel technique. Moreover, a recent mod-
eling study has shown that electrode materials possessing both dou-
ble layer and reversible redox processes can enhance the encrgy den-
sity of a device.!!

The dl mechanism of energy storage is strictly a surface phe-
nomenon, with higher active surface areas giving rise to higher spe-
cific capacitances. In contrast, the faradaic mechanism of energy
storage is not limited to surface reactions; bulk reactions are also
possible and contribute to encrgy storage in these kinds of materi-
als.19 However, proton diffusion into the bulk of the material, an in-
herently slow transport mechanism, would likely limit the power of
such a device and thus the utilization of the material. It would be
advantageous to disperse a relatively low surface arca, redox-active
transition metal oxide such as RuO,-xH,O throughout a high surface
area, double layer support such as activated carbon. The resulting
small particle size of the RuO, xH,O would increase the redox-
active surface arca of the material, giving risc to higher-power
devices and more utilization of this expensive transition metal oxide.
The sol-gel technique is well suited for making this kind of materi-
al, because it readily allows for control of the texture, composition,
homogeneity, and structural properties of the resulting materials. !
Recently, Miller et al. prepared an electrode material for superca-
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pacitors, with ruthenium nanoparticles deposited via chemical vapor
deposition within the pore of a carbon aerogel.!? They achieved a
specific capacitance of 206 F/g (single electrode) for an areogel con-
taining 35 wt % ruthenium.

The objective of this work is to present an alternative method for
making high surface area carbon-ruthenium xerogel composites for
use as supercapacitors. This new method is based on a sol-gel route for
making high surface area carbon xerogels from carbonized resorcinol-
formaldehyde (R-F) resins.! Physical properties of these unique xero-
gel composites, such as surface area, pore volume, crystallinity, and
surface morphology, are reported along with their performance as
electrochemical capacitors utilizing both di and faradaic processes.

Experimental

The synthesis procedure presented below for making carbon-
ruthenium xerogels was based on similar procedures that have been
used for making carbon acrogels? and carbon xerogels.!* Reagent-
grade resorcinol (98%, Aldrich), formaldehyde (37% in water, Ald-
rich), sodium carbonate (GR, EM Science, Germany), acetone (ACS,
99.5%, Alfa), and RuO,-xH,0 (Ru 55.29%, Alfa) were used as re-
ceived. Briefly, solutions containing 20 wt/vol % solids were pre-
pared, in which the R-F mole ratio (R/F) was fixed at 1:2. Sodium car-
bonate was used as a catalyst and the resorcinol/sodium carbonate
mole ratio (R/C) was fixed at 50. The RuO,-xH,Ofresorcinol mole
ratio (Ru/R) was varied to make carbon-ruthenium xerogels with dif-
ferent Ru loadings. RuO,-xH,0 was added as a powder prior to the
partial polymerization of R-F to a sol state, and its addition slightly
decreased the pH of the initial R-F solution from 7.5 (RW/R = 0) to
6.9 (RwR = 0.1). The solutions were sealed in a glass bottle and mag-
netically stirred at room temperature until gelation occurred, and then
the gels were placed in an oven (85 * 3°C) for curing for 1 week. The
resultant gels were opaque instead of the characteristic decp red color
of unmodified R-F gels.” After curing, the gels were washed with ace-
tone for three days. Fresh solvent was replaced daily after vacuum fil-
tration. Then the washed gels were dried under N in a tube furnace.
Using a heating rate of 0.5°C/min, the furnace was heated to 65°C and
held at that temperature for 5 h; it was then heated to 1 10°C and held
there for another 5 h. Finally, the carbon-ruthenium xerogels were
formed by pyrolysis of the dried gels at 750°C in a N, atmosphere for
3 h with both heating and cooling rates set at 5°C/min.

The surface arcas and pore volumes of the carbon-ruthenium
xerogels were measured using a Micromeritics Pulse Chemisorb
2700 analyzer. Transmission clectron micrographs were recorded
with a Hitachi H-8000 transmission electron microscope (TEM), and
X-ray diffraction (XRD) patterns were collected using a Rigaku-D-
max B diffractometer equipped with a Cu source. Electrochemical
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measurements were carried out at room temperature using an EG&G
273A potentiostat. :

A three-electrode test system was used to make the electrochemi- -

cal measurements. The working electrode, containing about [ to 2 mg
of active material and 5 wt % Teflon as binder, was hand-pressed into
a disk with a diameter of 0.75 cm and thickness of about 50 pum. The
disk was then pressed between two pieces of platinum gauze at 3
tons/cm? with a hydraulic press and held there for 10 min. A saturat-
ed calomel electrode (SCE) was used as the reference electrode, a
piece of platinum gauze (large, relative to the working electrode) was
used as the counter electrode, and a solution of 30 wt % H,SO, was
used as the electrolyte. Galvanostatic charge/discharge was per-
formed between 0 and 1 V (vs. SCE) by varying the current density
(0.1 to 50 mA/mg), and cyclic voltammetry (CV) was carried out be-
tween 0 and 1 V (vs. SCE) with a sweep rate of 5 mV/s. The electro-
chemical measurements were conducted at room temperature.

The specific capacitances of the single electrode were calculated
from the galvanostatic discharge using the following equation

_ g
mAVee

(1]

where C is the specific capacitance, i is the total current, ¢4 is the dis-
charge time, AV is the potential drop during constant current dis-
charge, and m is the mass of the active material. For comparison, the
specific capacitances were also calculated from the cathodic part of
the CV results using the following equation

1 2
C= : J idt 2]
mAVey J1

where i, is the cathodic current,  is the time, 7, is the time when V =
0.9V, 1, is the time when V = 0.1 V, and AV, is the potential dif-
ference (0.8 V). The specific energy and power of the single elec-
trode were also calculated from the galvanostatic discharge results
using the following equations

iVld (3]

m

Specific energy =

14
Specific power = 2 {41
m

where the average potential, V,is given by

— 1 (4
vV = ———I Vdt [5]
[d 1]

Results

Different carbon-ruthenium xerogels werc made by varying the
RwR mole ratio in the initial R-F solution between 0 and 0.1
(Ru/R = 0.1 is equivalent to 14 wt % Ru in the resultant carbon-
ruthenium xerogel). It is noteworthy that gelation did not occur
above Ru/R = 0.1. Figure 1 shows the effect of the Ru content on
the surface arca and pore volume of the carbon-ruthenium xerogels.
The surface area was 563 m?/g for the pure carbon xerogel (Ru/R =
0). It then dropped sharply to 520 m?/g with an increase of Ru/R
from O to 0.01. With an increase of Ru/R up to 0.1, the surface arca
decreased more slowly and almost linearly to 475 m?%/g. In contrast,
the pore volume increased significantly and linearly from 0.23 to
0.59 cm?/g with an increase of Ru/R from 0 to 0.1.

The effect of Ru content on the crystalline structure of fresh car-
bon-ruthenium xerogels is shown in Fig. 2A. The XRD patterns for
the pure carbon xerogel exhibited two broad humps at 26 = 22 and
43°, which corresponded to a typical microcrystalline carbon struc-
ture. As the Ru content increased, however, the carbon humps
decreased gradually and almost disappeared for the carbon-rutheni-
um xerogel with Ru/R = 0.1. The XRD patterns for the carbon-
ruthenium xerogels also showed characteristic peaks of Ru metal at
20 = 38.4, 42.2, 44.0, 58.3, and 69.5°, and the intensitics of these
peaks increased with increasing Ru content. Figurc 2B displays
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Figure 1. Effect of Ru content on the surface area and pore volume of the car-
bon-ruthenium xerogels.

XRD patterns for different Ru materials. The as-received
RuO, xH,0, which was used for making the carbon-ruthenium xero-
gels in the initial solution, was essentially amorphous. For the car-
bon-ruthenium xerogel with Rw/R = 0.1, the XRD patterns for fresh
xerogel, and that after 2000 CV cycles, both exhibited peaks that are
characteristic of Ru metal, but the intensities of the peaks decreased
by about 80% after CV cycling. In addition, the XRD pattern of
RuO,, which was made by calcining the as-received RuO,-xH,0 at
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Figure 2. (A) XRD patterns of carbon-ruthenium xerogels with different Ru
loadings; and (B) comparison of XRD patterns of carbon-ruthenium xerogels
(RwR = 0.1) before and after 2000 CV cycles, as-received RuO,xH,0, and
RuO; (i.e., calcined RuO,xH,0 at 400°C in air for 3 h).
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Figure 3. TEM images: (A) pure carbon xerogel; (B) carbon-Ru xeroge! with Ru/R = 0.01; (C) carbon-Ru xerogel with Ru/R = 0.1; and (D) as-received

RuO,-xH,0.

400°C in air for 3 h, indicated that both the fresh and CV cycled car-
bon-ruthenium xerogels did not contain any crystalline RuO,.

The surface morphology of the carbon-ruthenium xerogels was
studied with TEM; the TEM micrographs are shown in Fig. 3A to C.
The pure carbon xerogel (Fig. 3A) exhibited a very fine pore struc-
ture. In contrast, the xerogel with Ru/R = 0.01 (Fig. 3B) had black
spots dispersed randomly in the carbon matrix that ranged from 10
to 30 nm in diam. These spots were identified as metallic Ru nano-

------- pure carbon
- ===~ RuWR - 00!
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RuwR =0.1

Current (mA/mg)

2 1 s 1 L s " s 1 1 L 2
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particles. The xerogel with Ru/R = 0.1 (Fig. 3C), as expected,
showed a higher population of ruthenium particles with sizes similar
to those in Fig. 3B. For comparison, a TEM micrograph of the as-re-
ceived RuO,xH,0 is shown in Fig. 3D; particle sizes for this mate-
rial ranged from SO to 100 nm in diam.

CV and galvanostatic techniques were used to determine the
electrochemical properties of the carbon-ruthenium xerogels and
also the as-received RuO,-xH,0. Figure 4A shows CVs of the car-

ST Ru-carbon (RwR=0.1)
------- RuO,xH,0
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Figure 4. CVs of Ru-carbon xerogels with different Ru loadings; and (B) comparison of CVs for the carbon-ruthenium xerogel with Ru/R = 0.1 and as-received

RuO,-xH,0. In all cascs, the scan rate was 5 mV/s.
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bon-ruthenium xerogels as a function of the Ru content. The con-
stant current observed with variation in potential was characteristic
of capacitive behavior. The CV curve also exhibited ideal pseudoca-
-pacitive behavior between the hydrogen and oxygen evolution reac-
tions. The current increased with an increase in the Ru content, indi-
cating a higher capacitance for xerogels with a higher Ru content.
Figure 4B presents CVs for the carbon-ruthenium xerogel with Ru/R
= 0.1 and the as-received RuO, xH,0. The as-received RuO,xH,0
had a much higher capacitance than the carbon-ruthenium xerogel.
In addition, the shapes of their respective voltammograms were dif-
ferent. The carbon-ruthenium xerogel behaved more like a capacitor
material and exhibited a relatively flat current response over a broad
potential range. In contrast, RuO, xH,0O behaved more like a redox
material with distinguishable broad peaks. The electrochemical sta-
bility of the carbon-ruthenium xerogel with Ru/R = 0.1 was studied
using CV; the results are shown in Fig. 5. Essentially, no change was
observed between the initial cycle and after 2000 cycles, indicating
that the electrode was very stable and that much of the Ru metal in
the carbonized material was converted to an electrochemically active
form during the first cycle.

Figure 6A shows constant-current discharge profiles of the car-
bon-ruthenium xerogels at a current density of 1 mA/mg. The pro-
files were similarly shaped for all of the carbon-ruthenium xerogels;
however, the discharge time for the potential change from 1 to 0V
increased with an increase in Ru content, indicating that the capaci-
tance increased with increasing Ru content. The initial potential
drops obscrved in Fig. 6A were caused by non-uniform current dis-
tributions as a result of ohmic and pore resistances.'!"!> Figure 6B
presents constant-current discharge profiles of the carbon-ruthenium
xerogel with Ru/R = 0.1 and the as-received RuO, xH,0, both at a
current density of 1 mA/mg. The corresponding capacitances were
232 and 675 F/g, respectively. It was interesting that the essentially
faradaic electrode (RuO,-xH,0) did not exhibit the initial drop in
potential, which was more characteristic of a battery discharged at
high current densities. Figure 7 shows the effect of Ru content on the
capacitance of the carbon-ruthenium xerogels, measured by con-
stant-current discharge at a current density of 1 mA/mg and by CV
at a sweep rate of 5 mV/s. As shown in Fig. 7, the capacitance
obtained by constant-current discharge was always about 10 to 15%
higher than that obtained by CV. Because the transition discharge
time was easier to determine and thus more accurate than the total
cathodic or anodic charge from the CV, any capacitance referred to
below is based on the constant-current discharge method unless stat-
ed otherwise. The capacitance was about 120 F/g for pure carbon
xerogel, and it increased with an increase in Ru content and reached
232 F/g for the xcrogel with Ru/R = 0.1.

During galvanostatic experiments, the capacitance of the carbon-
ruthenium xerogels also varied with current density. The results for
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Figure 5. Stability of the carbon-ruthenium xerogel with Ru/R = 0.1, meas-
ured at a scan rate of 5 mV/s.
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Figure 6. (A) Constant current discharge profiles of carbon-ruthenium xero-
gels with different Ru loadings; and (B) comparison of constant current dis-
charge profiles for the carbon-ruthenium xerogel with Ru/R = 0.1 and as-
received RuO,-xH,0. In all cases, the current density was 1 mA/mg.

the carbon-ruthenium xerogel with Ru/R = 0.1 and the pure carbon
xerogel are shown in Fig. 8A. The capacitance decreased almost lin-
early with an increase in the log of the current density in both cases.
For the carbon-ruthenium xerogel, a capacitance as high as 256 F/g
was obtained at a current density of 0.1 mA/mg; however, it dropped
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Figure 7. Effect of Ru content on the capacitance of the carbon-ruthenium
xerogels, measured by constant current discharge at a cumrent density of
1 mA/mg and by CV at a sweep rate of 5 mV/s.
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Figure 8. (A) Effect of current density on the capacitance of the carbon-
ruthenium xerogel with Ru/R=0.1 and the pure carbon xerogel; and (B)
Ragone plot for the single electrode containing the carbon-ruthenium xerogel
with Ru/R = 0.1.

to about 184 F/g at a current density of 50 mA/mg. For the pure car-
bon xerogel, the capacitances were 142 and 34 F/g at current densi-
tics of 0.1 and 50 mA/mg, respectively. A Ragone plot for the single
electrode containing the carbon-ruthenium xerogel with Rw/R = 0.1
is presented in Fig. 8B. The encrgy density remained constant at
about 30 Wh/kg up to a power density of 1000 W/kg, then the encr-
gy density began to drop off at higher power densities. It is note-
worthy that these are average power densities, not peak power den-
sities; and that the per kilogram basis includes only the mass of the
electrode material.

Discussion

High surface area carbon-ruthenium xerogels were made with the
sol-gel technique, and their pore structure was measured in terms of
surface area and total pore volume (Fig. 1). The surface area of the
carbon-ruthenium xerogels decreased with an increase in Ru con-
tent; however, the pore volume increased with an increase in Ru con-
tent. A decreasing surface area with an increasing pore volume is in-
dicative of the presensc of larger pores with an increase in Ru con-
tent, which implies less shrinkage of the gel structure with an in-
crease in Ru content. Less shrinkage of the gel structure may have
also been caused by the slight decrease in pH of the initial R-F solu-
tion that occurred after addition of the RuO,-xH,0. This decrease in
pH may have enhanced the condensation reaction'? of the R-F sys-
tem, thereby leading to a more cross-linked R-F resin and hence,
larger pores.

The XRD patterns in Fig. 2A revealed that the ruthenium in the
carbon xerogels was in the form of metal dispersed throughout the
carbon matrix, even though it was added as an oxide (RuO,'xH,0)

to the initial R-F solution. The ruthenium metal likely formed during
carbonization according to the following reaction, because carbon is
a good reductant at high temperatures

RuO,xH,0 + 2C = Ru + 2CO + xH,0 (6]

Nevertheless, after one charge/discharge cycle, the majority of the
ruthenium metal inside the carbon matrix was converted into a
hydrous oxide form similar to the as-received RuO,-xH,0. This
hydrous oxide was electrochemically active and gave rise to the
higher capacitances observed with the carbon xerogels containing
ruthenium as shown in Fig. 7. This explanation is consistent with the
XRD patterns shown in Fig. 2B. Birss et al.' studied the formation
of oxide films on Ru metal electrodes. They found that after
charge/discharge between 0 and 1.4 V (vs. saturated hydrogen elec-
trode, SHE), a hydrous ruthenium oxide film formed on the Ru metal
surface and its thickness increased with cycling. This oxide film was
also not reducible to metal in the positive potential range. The results
presented here are consistent with their finding!® in that the Ru metal
nanoparticles were converted to a very stable form of hydrous ruthe-
nium oxide after charge/discharge.

The TEM results indicated that the ruthenium particles in the car-
bon-ruthenium xerogels, ranging between 10 and 30 nm, werc small-
er than those in the as-received RuO,-xH,0, which ranged between
50 and 100 nm (Fig. 3). There are two plausible reasons for this dif-
ference. First, Fig. 3D shows that the RuO,-xH,0 particles were com-
prised of aggregates of smaller particles in the range of 30 to 70 nm.
These aggregates most likely broke up into individual particles in the
initial R-F solution, especially because RuO,-xH,0 is slightly soluble
in aqueous solutions. Second, the ruthenium particles in the carbon
xerogels were metallic and formed according to Eq. 6. These consec-
utive events of aggregate breakup, followed by dispersion in the car-
bon matrix and subsequent dehydration and reduction to ruthenium
metal likely gave rise to the smaller metallic ruthenium nanoparticles
of about 10 to 30 nm in diam. These metallic particles also converted
into an clectrochemically active form after CV cycling, as explained
above. Note that the particle size after cycling was not investigated,
because it was very difficult to recover the active electrode material
from the cell after cycling.

The electrochemical studies also showed that these carbon-ruthe-
nium xerogels utilized both the dI capacitance associated with the
high surface area carbon xerogel and the pseudocapacitance associ-
ated with the ruthenium redox reactions. For example, the capaci-
tance increased with an increase in Ru content (Fig. 7) from 120 F/g
for the pure carbon to 232 F/g for the xerogel with Ru/R = 0.1. This
result was clearly due to the pseudocapacitance associated with the
ruthenium inside the carbon matrix. The results in Fig. 8 show that
at a current density of 0.1 mA/mg, the capacitances were 256 and
142 F/g for the carbon-ruthenium xerogel with Ru/R = 0.1 and pure
carbon xerogel, respectively. Becasue there was 0.14 g of Ruin 1 g
of the carbon-ruthenium xerogel (i.e., with Ru/R = 0.1), the capaci-
tance from the ruthenium redox reaction was approximately 956 F/g
of Ru after subtracting the carbon contribution, based on the ruthe-
nium-free carbon xerogel (i.e., with Ru/R = 0.0). Also, assuming a
two-electron transfer for Eq. 7, the theoretical capacitance for the
ruthenium redox reaction was 1907 F/g of Ru. Therefore, the ruthe-
nium utilization was about 50% for the carbon-ruthenium xerogel
with Ru/R = 0.1 at a current density of 0.1 mA/mg. Actually, the
ruthenium utilization was probably somewhat higher than 50%
because 8 was actually a little less than 2, and also according to the
surface arca and pore volume results. The surface arca and pore vol-
ume decreased and increased, respectively, with an increase in Ru
content (Fig. 1). Therefore, the di capacitance alone probably de-
creased slightly compared to the pure carbon xerogel, which sug-
gests even more electrochemical activity for the ruthenium inside the
carbon matrix.

The charge storage mechanism for the reversible ruthenium redox
reaction has been explained in terms of a proton-clectron reaction
mechanism in which ruthenium oxide and RuO, xH,O can be reduced
and oxidized reversibly through electrochemical protonation”'18
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RuO, + 8H* + 8¢~ @ Ru0, 3(OH); 0=8=2  [7]

This reversible redox reaction gives rise to the broad anodic and -

cathodic peaks in the CV curves for the samples containing rutheni-
um, as shown in Fig. 4. The ruthenium valence state changes from
Ru?*(OH), at about 0 V (vs. SHE) to Ru**0, at about 1.4 V (vs.
SHE) upon complete oxidation, with proton diffusion within the
bulk of the material being the rate-determining step for the faradaic
reaction. In this study, the maximum charge potential was up to 1 V
(vs. SCE), which is 0.16 V lower than 1.4 V (vs. SHE). As a result,
no crystalline ruthenium oxide formed during charge/discharge and
again, 8 was probably less than 2.

Figure 8A also shows that carbon-ruthenium xerogel with
Ru/R = 0.1 consistently exhibited a much higher capacitance over a
very broad range of currents compared to the pure carbon xerogel.
The decrease in the capacitance that was exhibited by both materials
with increased current was also less pronounced for the carbon-
ruthenium xerogel with Ru/R = 0.1. This last result is also reflected
in Fig. 8B, which shows that the carbon-ruthenium xerogel with
Rw/R = 0.1 maintained an energy density of approximately
30 Whikg up to a power density of 1000 W/kg. The capacitance of a
pure carbon xerogel is linked directly to its specific surface arca.
However, increasing the surface area above that corresponding to the
formation of micropores less than about 0.5 nm in diam does not
necessarily result in a corresponding increase in capacitance,
because pores in this size range remain inaccessible to the elec-
trolyte and thus do not form a dl.'® Consequently, there is a limit to
the energy and power densitics that can be obtained from any car-
bonaceous materials. As shown in Fig. 8A and B, however, it is pos-
sible to further increase the energy density of a material, beyond that
which is possible based solely on a dI mechanism, by utilizing a
faradaically active material such as RuQO, xH,0O. Thus, the clear
advantage of this kind of carbon-ruthenium xerogel material is that
it utilizes both the faradaic capacitance of the metal oxide and the dI
capacitance of the carbon. Also, the results in Fig. 8 tend to suggest
that the ability of the carbon-ruthenium xerogel with Ru/R = 0.1 to
sustain a high energy density over a broad range of power density is
duc to the faradaic contributions arising from the ruthenium. Similar
trends have been reported recently based on a modeling study of a
capacitor with dI and faradaic processes.!!

Conclusions

Sol-gel derived high surface area carbon-ruthenium xerogels
were prepared from R-F resins containing RuO,-xH,0. Carboniza-
tion at 750°C in nitrogen converted the resin into a conductive car-
bon xcrogel and the RuQ,-xH,0 into metallic ruthenium particles 10

io 3¢ nm in diam that were subsequently oxidized to an electro-
chendically active form of ruthenium oxide after one charge/dis-
charge cycle. A very high specific capacitance of 256 F/g (single
electrode) was obtained from a carbon xerogel containing 14 wt %
Re1. This corresponded to utilizing more than 50% of the ruthenium.
Moreover, about 40% of the capacitance was attributed to the for-
mation of a dl within the pores of the high surface area carbon xero-
gel support during charge/discharge, and about 60% of the capaci-
tance was attributed to the ruthenium oxide dispersed throughout the
carbon xerogel matrix undergoing reversible redox reactions during
charge/discharge. This material also showed no change in electro-
chemical capacitance after 2000 charge/discharge cycles, indicating
that the material was very stable and the redox reactions associated
with the ruthenium oxide were completely reversible.
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Electrochemical capacitors have been receiving increased atten-
tion during recent years'" as high-power devices in energy-storage
systems. There are two mechanisms of energy storage in electro-
chemical capacitors: (i) a double-layer (DL) charging process due to
charge separation, and (ii) a faradaic process due to redox reactions.
Devices based on the DL phenomenon are referred to as electro-
chemical DL capacitors, and those based on faradaic reactions are
termed pseudocapacitors. Very high-surface-arca carbon materials®?
are widely used for DL capacitors. On the other hand, relatively high-
surface-area transition metal oxides, such as amorphous
RuO,-xH,0, 1 porous NiO,, '""'2 and CoO,, **? have been identi-
fied as possible electrode materials for pscudocapacitors.

A number of models have been developed for analyzing the be-
havior of DL capacitors. Posey and Morozumi'* developed a model
for potentiostatic and galvanostatic charging of the DL in porous
electrodes. Johnson and Newman!® also developed a model for a
porous electrode to analyze desalting processes in terms of ionic
adsorption on porous carbon, and Tiedemann and Newman'® used
the results from that model to evaluate the DL capacity of porous
electrodes. Recently, Srinivasan et al. 17 developed an analytic model
and used it to study constant-current discharging, cyclic voltage
sweeping, and the ac impedance of carbon xerogel DL capacitors.
Also, an analytic model was developed by Farahmandi'® and used to
study the effects of both ionic and solid-phase conductivitics on the
behavior of an electrochemical capacitor. More recently, Pillay and
Newman!® modeled the influence of side reactions on the perfor-
mance of electrochemical capacitors. However, none of these capac-
itor models accounted for both pseudocapacitance and DL capaci-
tance. In fact, few capacitor models have considered faradaic reac-
tions, and for those that did,2%?! only the approximation of linear
faradaic kinctics was considered.

Therefore, the objective of this work is to develop a mathemati-
cal model of an electrochemical capacitor with both DL and farada-
ic processes. Thesc two capacitive processes can occur simultane-
ously with both contributing to the overall capacitance of the mater-
ial. This is especially true in the relatively high-surface arca transi-
tion metal oxide pseudocapacitor materials.> The specific system
uscd to illustrate the complementary effects of DL and faradaic pro-
cesses is a symmetric capacitor comprised of uniformly sized spher-
ical hydrous ruthenium oxide (RuO,-xH,0) particles with 30 wt %
sulfuric acid as the electrolyte. In the model, the diffusion of protons
into the solid RuO,-xH,0 particles is ignored for simplicity; conse-
quently, the DL and faradaic processes take place only on the exter-
nal surface of the particles. This simplification can be removed,
however, by following the procedure presented by Doyle et al.?2 for
ionic diffusion in the particles. The effects of particle size and cell

* Electrochemical Society Active Member.
z E-mail: rew@sc.edu

current density on the charge/discharge behavior are studied, and the
roles of the DL and Faradaic processes are delineated with specific
reference to Ragone plots.

Model Description

Figure 1 displays a schematic of a typical capacitor cell. Two
identical RuO,-xH,0 electrodes are separated by an ionically con-
ductive glass fiber and are contacted on one side, as shown in Fig. 1,
with tantalum current collectors. A solution of 30 wt % H,SOy is
used as the electrolyte, which completely fills the pores in the elec-
trodes and the separator. A one-dimensional model is developed
using the macrohomogeneous theory of porous electrodes, reviewed
by Newman and Tiedemann,?® and De Vidts and White.?* In the
model presented here, the electrolyte concentration is assumed to be
invariant and side reactions and thermal effects arc ignored, along
with the variation of the DL capacitance with potential.

Positive Electrode Separator Negative Electrade

Current Collector

Current Collector

A ’
tectrolyte 4 RuO, x11,0 Clectralyte Hyg. RO, xH0

Figure 1. Schematic of an electrochemical capacitor cell upon which the
model is based.
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_The faradaic resctions cccurring in the electrodes during
charge/discharge are expressed as?

charge
HOASRuOZ'XHZO —2: HO.S—SRUOZ.XHZO""_ 8H+ + 8¢~ [1]
discharge
for the positive electrode, and as
charge
Hy gRuO,xH,0 + 8H*Y + 8¢™ === Hz,sRu0,xH,0 (2]
discharge

for the negative electrode, where the state of charge, 8, is 0.5 for a
cell to be charged to 1 V. These reactions show that initially the
active materials in both electrodes are Hy gRuO, xH,O, which may
be obtained by discharging each RuO,xH,O electrode separately
using external electrodes. Then, during charge, the oxidation reac-
tion (Eq. 1) takes place in the positive electrode and the reduction
reaction (Eq. 2) occurs in the negative electrode. Finally, during dis-
charge, the opposite reactions take place in both electrodes, which
brings both electrodes to their original states after full discharge,
thereby completing a charge/discharge cycle. Thus, during charge,
the oxidation state of Ru changes from 3.2 to 3.7 in the positive elec-
trode and from 3.2 to 2.7 in the negative electrode, and during dis-
charge, it changes back from 3.7 to 3.2 in the positive electrode and
from 2.7 to 3.2 in the negative electrode.

In an electrode, the total current transferred from the matrix
phase to the electrolyte phase is expressed in terms of the DL current
and the faradaic current as'®2

ai a(q)l - q)z)
ox ot

where i, is the superficial current density based on the projected
electrode area in the electrolyte phase, x is the position coordinate,
s, is the specific surface arca per unit volume of the electrode, Cy is
the DL capacitance, ¢, and &, arc the potentials in the matrix and
electrolyte phases, respectively, and j¢ is the faradaic transfer current
density. ®, is defined as the potential!®25 of a saturated calomel ref-
crence electrode (SCE) connected to the electrolyte phase at the
position of interest relative to an identical electrode connected to the
electrolyte phase just inside the left current collector (x = 0). Thus,
@, is zero at x = 0. The faradaic transfer current, ji, is taken in the
form of the Butler-Volmer equation?’

i = iolexplag f(®, — B, = U]
—expl—a f(P, — ¢, — Uply 4]

= 5,Cq + s )

where iy is the exchange current density of the faradaic reaction, fis
equal to F/RT, F is Faraday’s constant, R is the universal gas con-
stant, T is the absolute temperature, a, and o, are the anodic and
cathodic transfer coefficients for the reactions, respectively, and U,
is the equilibrium potential of the faradaic reaction. U, is a function
of the state of charge,Z’ which can be expressed by 6, the fraction of
oxidized species in the electrode. By introducing another variable,
Qy the faradaic charge of the electrode, 9, 6, and j; are related by the
following cquations

O — Qf red
g = —red 5
Qt’,oxd - QI‘,rcd ©)
3 =050 (6]
9O _ .
EY Syt [7]

where Qy o4 18 the faradaic charge of a fully reduced clectrode, and
Ot oxa 18 the faradaic charge of a fully oxidized electrode. Equation 7
relates the rate of accumulation of the faradaic charge within the
electrode to the faradaic transfer current. For simplicity, Eq. 4, 5, and
7 are combined into a single equation

ae ) io
N SO (explag f(D, — Dy — Uy
dt  Oroxd = fired texploaf(®1 2 vl

— exp(—a f(P; — ©, — U]} (8]

Conservation of charge leads to
3, %
ox  ox

where i; is the superficial current density based on the projected
electrode area in the matrix phase of the porous electrode. With the
assumption of no concentration gradients in the electrodes, Ohm’s
law applies in both the matrix and electrolytc phases as

=0 (9]

—L (10]
ll a ax
. _ by
1] Kp——‘ax [11]

where o is the electronic conductivity of the matrix, and K, is the
ionic conductivity of the electrolyte inside the pores of the elec-
trodes. In order to solve the system of equations more efficiently,
Eq. 3, 4,9, 10, and 11 are combined into a single equation

’E _ _OE  Tiy

—— =1— + —{expla, f(E—-U

— exp[—a f(E — Upl} [12]

with the local electrode potential, E, dcfined as

E=0, — d, [13]
and the DL time constant as
1 1
T= s\,Csz[— + —] [14]
I Kp

where L is the thickness of one electrode (L = L, = L_), and the
dimensionless distance £ is defined as x/L. In the separator, because
the electronic conductivity in the glass fiber is zero

=0 : [15]
and thus the total transfer current is zero

I _ 4 [16]

ox

However, Ohm’s law still applies to the current in the electrolyte
within the pores of the separator, as
, ad
i = i S22 (17)
dx
where k, is the ionic conductivity in the pores of the separator.

To solve this system of partial differential and algebraic equa-
tions, the following boundary and initial conditions are used. For the
case of a constant-current charge/discharge between 0 and 1V, the
boundary conditions for the positive electrode are

JoF _ _lenk

att=0,1>0 5 . (18]

30 S\,i()
= ——=2——{expla, f(E — U]
9 Qroxd ~ Creed Pia 1

— exp[—a f(E — Upl} [19]

_ 95 — _icellL
att=1,1>0 % —-—Kp {20]
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B0

ot
The boundary conditions are set such that at the interface between
the current collector and the electrode (£ = 0), the current arises
from the matrix phase, and at the interface between the electrode and
separator (£ = 1), the current arises from the solution phase. The ini-
tial conditions are?

21

att = 0forcharge E=V,and 6 =0 [22]
at ¢ = 0 for discharge £ =2V, and 6 = 1 [23]

where V,, is the initial potential before charge and is taken as 0.5V
(SCE) for a cell charge/discharge between 0 and 1 V. Similar bound-
ary and initial conditions can be set for the negative electrode. How-
ever, in this model only the positive electrode is simulated; because
of the symmetrical feature of the two electrodes, results for the neg-
ative electrode are calculated based on the simulation results for the
positive electrode.

The entire system of equations to be solved is comprised of two
equations and two unknowns, which are Eq. 8 and 12, and E and 0,
respectively. The system of equations for the positive electrode is
solved using a backward finite difference method?® with Newman'’s
BAND(J) algorithm.29 It is noteworthy that Eq. 17 is used to evalu-
ate the potential in the solution phase of the separator, which is also
solved simultaneously with the system of equations for the positive
electrode. Once E and 6 are obtained, the other unknowns are calcu-
lated using these above equations; for example, Eq. 11, 13, and 4 are
used to calculate ®,, @,, and ji, respectively. The DL and faradaic
currents in each electrode arc defined by and obtained from the fol-
lowing two equations, respectively

Q:WQ% [24]
if = _Svjf [25]

Model Parameters

In this study, the RuO,-xH,O particles are assumed to be non-
porous sphercs with a uniform size; thus, the pores in the clectrodes
are composed of the spaces between the particles, and the surface
arca per unit volume, s, of the electrode is cxpressed as

N i) [26)
¥ D

where D is the diameter of the particles and € is the electrode poros-
ity (taken as 0.25). Many of the other parameters associated with the
RuO,-xH,0 arc unavailable in the literaturc; thercfore, the following
reasonable assumptions are made. The DL capacitance on the RuO,
surface is assumed to be 2.0 X 1073 Flem?, which is the same for
carbon materials.3% Both of the anodic and cathodic transfer coeffi-
cients, a, and a, arc taken as 0.5; and the exchange current density
of the faradaic reactions, i, is taken as 1075 A/cm?. The equilibrium
potential, U, for the faradaic reactions is estimated from a lincar
relationship between the potential and the state of charge (d), as
reported by Jow and Zhang 2> Atd = 0, U, is equal to 0.5 V for both
the electrodes, and at 8 = 0.5, U, is equal to 1 and 0V for the posi-
tive and negative electrodes, respectively. Also, according to the
relationship between 8 and 6 (Eq. 6), U, is equal to 0.5(1 + 6) and
0.50 for the reactions in the positive (Eq. 1) and negative electrodes
(Eq. 2), respectively. Here 8 is the fraction of oxidized species in the
faradaic reaction.

In addition, it is assumed that the faradaic reactions take place
only on the surface of the RuO,-xH,0 particles inside the electrodes.
As a result, the faradaic charge of a fully oxidized electrode, Qf oxds
is estimated from

5,OF

— [27]
h2L,

Qf,oxd =

where s, is obtained from Egq. 26, 3 is equal to 0.5 for the fully
charged cell, h is the length of the crystal lattice on the surface and
taken approximately as 4 A3! and L, is Avogadro’s number. Equa-
tion 27 implies that there is only one Ru atom in the area of h?%on the
surface of the RuO,-xH,0 particles and that Qg 4 is 2 function of
the particle size. The faradaic charge of a fully reduced electrode,
Of rea» is taken as zero.

The electronic conductivity of the matrix, o, is taken as
10% S/cm, 32 and the ionic conductivity of bulk 30 wt % H,SOy, o,
is 0.8 S/cm. 33 The ionic conductivity of the electrolyte inside the
pores of the electrode is frequently expressed as 9

Kp = wge!? (28]

Similarly, the ionic conductivity of the electrolyte inside the pores of
the separator is given by

Ke = Koel? 29}

where the separator porosity, €, is taken as 0.7. The electrode thick-
ness for both the positive and negative electrodes is 50 yum, the sep-
arator thickness is 25 pwm, and the temperature is 25°C. All these val-
ues are summarized in Tables I and II, along with the values of other
parameters used in this model.

Results

At the outset, it is uscful to verify the accuracy of the numerical
method, which is done by comparing the numerical results for the

Table I. Model parameters that describe the Faradaic kinetics
and open-circuit potentials of the electrodes.

Parameter Value Reference
iy 1075 Alem? Assumed
oy 0.5 Assumed
3 0.5 Assumed

<

U, (positive clectrode)  0.5(1 + 0) V (vs. SCE) Jow and Zhanng
U, (negative electrode) 0.50 V (vs. SCE) Jow and Zhang??

Table I1. Model parameters that describe the electrodes
and separator.

Parameter Value Reference

D 5,10, 30 nm Assumed

€ 0.25 Assumed

€ 0.7 Pillay and Newman'®
L=1L, 5% 1073 em Assumed

=L_

L, 25% 1073 cm Assumed

Cy 2 X 1073 Flem? Assumed

5y 1.5 X 106, 4.5 x 105, and From Eq. 26

9.0 X 106 cm%cm? for the
particle sizes of D = 30, 10,
and 5 nm, respectively

h 40x% 1078 cem Pollak and O’ Grady™!

Of oxd 150.2, 450.6, and 901.2 C/cm? for From Eq. 27
the particle sizes of D = 30, 10,

and 5 nm, respectively
Qfred 0 Assumed
o 105 S/em Trasatti and Lodi®
Ko 0.8 S/cm Darling®
Kp 0.1 S/cm From Eq. 28
K 0.469 S/cm From Eq. 29
T 298.15 K Assumed
T 7.5%107%,2.25 % 1072,45 X 10725 From Eq. 14

for the particle sizes of D = 30, 10,

and 5 nm, respectively

Vo 0.5V (vs. SCE) Assumed
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DL process alone (i.e., faradaic process is shut off) with those gen-
“erated from a completely analytical model for DL capacitors devel-
oped by Srinivasan et al.'” Some dimensionless variables are also
introduced, such as dimensionless cell potential, ®%,,, dimension-
less local potential, E*, dimensionless time, %, dimensionless cell
current, i*,,, etc. The definitions of these dimensionless variables are

given in the List of Symbols. Finally, the results presented here are

o
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for dischzrge only, because the results for charge are simply the mir-
ror image of those for discharge. .
Figure 2A, B, and C compares the results for the change in th

-dimensionless cell potential with time at two different cell currents,

the dimensionless potential distribution at different discharge times,
and the dimensionless DL current distribution at different discharge
times, respectively. In Fig. 2A, the dimensionless cell potential,
@y, is defined as @2V, where @ represents the matrix po-
tential difference between the two current collectors. Also, the rela-
tive utilization,!7 T*i*,, represents the fraction of the available
capacity extracted from the cell. The RuO, xH,O particles are 5 nm
in diameter. The results show that the numerical solutions agree very
well with the analytical solutions up to the fourth digit, which is suf-
ficient for numerical simulations. It is noteworthy that this numeri-
cal accuracy is achieved by taking 101 space node points and a time
step of 1076 s up to 2 s and 107* s thereafter. All of the results pre-
sented were obtained from the numerical model using these dis-
cretization grid sizes.

Figure 3A shows discharge curves for the combined DL and
faradaic processes at a constant cell current of %, = 0.001 for three
different RuO,-xH,0 particle sizes, and Fig. 3B compares the dis-
charge behavior of each of their contributions for a capacitor with
5 nm diam RuO,-xH,0 particles at a constant cell current of i%y; =
0.001 to examine how the DL and faradaic processes separately
affect the cell potential. Linear relationships of the cell potential
with discharge time are observed in Fig. 3A for all three particle

RN DL and Faradaic processcs
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Figure 2. Comparisons of the numerical solutions with the analytic ones for
the DL process alone and 5 nm diam RuQO,-xH,O particles: (A) constant-cur-
rent discharge curves at two dimensionless curreats; (B) potential distribution
through the positive electrode at different times during discharge at a constant
current of i*,, = 0.5; and (C) DL current distribution through the positive elec-
trode at different times during discharge at a constant current of ife; = 0.5.
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Figure 3. (A) Effect of RuO,-xH,0 particle size on constant-current dis-
charge behavior for the combined DL and faradaic processes at it = 0.001
and (B) comparison of constant-current discharge behavior for the DL
process alone, faradaic process alone, and combined DL and faradaic pro-

cesses at i*y, = 0.001 and with 5 nm diam RuQ,-xH,0 particles.
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sizes, and the discharge time increases with a decrease in the parti-
cle size. The actual discharge time is used here instead of relative uti-
lization (7*i%,), because the DL time constarit (1) depends on the
particle size, which makes the discharge curves incomparable in
terms of relative utilization, Linear relationships are again observed
in Fig. 3B for the DL process alone, faradaic process alone, and the
combined DL and faradaic processes; and the DL process alone has
the shortest discharge time, the faradaic process alone has a dis-
charge time five times longer than the DL process alone, and the
combined DL and faradaic processes has the longest discharge time,
appearing as a linear combination of the two individual processes.
The linear behavior of the change in cell potential with time is char-
acteristic of a DL capacitor when the DL capacitance is independent
of the potential. As for the faradaic process simulated here, the lin-
ear behavior is most likely due to the linear relationship between the
equilibrium potential and the state of charge, which makes this
faradaic material of RuO,-xH,O behave like a simple DL capacitor.

Figure 4A and B illustrates the effect of cell current on the cell
potential for the combined DL and faradaic processes and for the
faradaic process alone, respectively. The RuO,-xH,0 particles are
5 nm in diam. For the combined DL and faradaic processes
(Fig. 4A), at the smaller current (i.e., i¥y = 0.001), the cell poten-
tial decreases linearly with time. However, at the larger current (i.e.,
i*,, = 0.5), a sharp drop in potential at the start of discharge is ob-
served, which is followed by a lincar decrease in potential for the
remainder of the discharge. These discharge curves are similar in
shape to those for the DL process alone, as shown in Fig. 2A, but the
potential drop is larger for the combined DL and faradaic processes.
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Figure 4. Constant-current discharge curves at two dimensionless currents:
(A) for the combined DL and faradaic processes and (B) for the faradaic
process alonc.

For the faradaic process alone (Fig. 4R), zt the smaller current, the
cell potential also decreases linearly as those observed for the com-
bined DL and faradaic processes (Fig. 4A) and for the DL process
alone (Fig. 2A). At the larger current, however, the cell potential
behaves differently from that for the I’1. process alone. The potential
decreases almost linearly with time but with a marked drop at the
start of discharge, unlike the initial potential drops for the DL
process alone that exhibit curvature. This marked potential drop is
believed to be associated with the faradaic kinetic resistance; the
result is consistent with a larger drop in potential for the combined
DL and faradaic processes than that for the DL process alone.

To examine how potentials and currents inside the electrode
change during discharge, the distributions of the potential through-
out the positive electrode at different discharge times at a cell current
of i¥, = 0.5 are shown in Fig. 5A and B for the combined DL and
faradaic processes and for the faradaic process alone, respectively.
The corresponding distributions of the currents are illustrated in
Fig. 6A and B for the combined DL and faradaic processes and in
Fig. 6C for the faradaic process alone. For the combined DL and
faradaic processes (Fig. 5A), the potential distribution changes grad-
ually from the initial uniform distribution at the start of discharge to
a steady-state nonuniform profile at about ¥, = 0.222. Then the
cell potential decreases with this steady-state profile until the cell is
totally discharged. The nonuniform potential distribution is due
mainly to the ohmic potential drop in the solution phase (the con-
ductivity in the matrix phase is much greater than that in the solution
phase in this modeling simulation), and the transition time to reach
the stcady-state profile is determined by the DL time constant.
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Figure 5. Potential distributions throughout the positive clectrode at different
times during discharge at a constant current of i%y = 0.5: (A) for the com-
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/.gain, these distributions are similar in shape to those at the same
lischarge times for the DL process alone, as shown in Fig. 2B, but
the decrease in potential is slower for the combined DL and farada-
ic processes because it holds more energy compared with the DL
process alone. For the faradaic process alone (Fig. 5B), the potential
distribution changes immediately to a steady-state nonuniform pro-
file after the start of the discharge, then the potential decreases with
this profile until the cell is fully discharged. The reason for this
immediate change in potential distribution is that in this case there is
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Figure 6. Current distributions throughout the positive electrode at different

times during discharge at a constant current of ity = 0.5: (A) and (B) for the
combined DL and faradaic processes, and (C) for the faradaic process alone.

no DL time constant that controls the transition of the potentiai dis-
tribution to gradually reach a steady-state profile. Again, the nonuni-
form potential distribution is largely due to the ohmic resistance in
the solution phase.

For the combined DL and faradaic processes, the DL current dis-
tribution throughout the electrode (Fig. 6A) is very nonuniform at
short times, and the degree of this nonuniformity decreases with
time. The DL current attains a uniform profile at about 7*i¥, =
0.222, and then decreases continuously with this uniform profile
until the cell is totally discharged at Ti*,, = 3.7 and it rcaches 0.2.
These distributions are also similarly shaped to those for the DL
process alone, as shown in Fig. 2C. Meanwhile, the faradaic current
(Fig. 6B) increases with time and its distribution reaches a maximum
of nonuniformity at about T*i*,;, = 0.222. Finally, a uniform distri-
bution is attained and the faradaic current reaches 0.8 at 7*i%, =
3.7, which is four times greater than the final current for the DL
process alone, as shown in Fig. 6A. For the faradaic process alone
(Fig. 6C), the faradaic current distribution is at a maximum of non-
uniformity at the start of discharge, then the degree of this nonuni-
formity decreases with time, and finally it reaches a uniform profile
at T*i:c“ = 2.8.

Because local potentials are related to local currents, a change in
local potential must result in a change in local current. However, for
the DL and faradaic processes alone, they are related in different
ways. The DL current is proportional to the derivative of the local
potential with respect to time (Eq. 24), but the faradaic current is
nonlinearly related to the local potential with an exponential depen-
dence (Eq. 25 and 4). These different features for the two processes
determine their different current distributions in response to a
change in local potential. For the DL process alone (Fig. 2B and C),
the change in local potential is the greatest at the start of discharge;
as a result, the DL current distribution reaches a maximum of
nonuniformity. As the change in local potential becomes smaller
with time, the DL current distributions become more uniform. Final-
ly, as the potential distribution attains a steady-statc profile, the
change in local potential with time is the same throughout the elec-
trode, which leads to a uniform DL current distribution. For the
faradaic process alone (Fig. 5B and 6C), the change in local poten-
tial is also the greatest at the start of discharge, which leads to a very
nonuniform, faradaic current distribution; mcanwhile, the potential
distribution reaches a stcady-state profile instantly. This steady-state
potential profile does not translate into a uniform faradaic current
distribution because of the nonlinear relationship between the local
potential and the local current as shown in Eq. 4. The final uniform
faradaic current distribution is likely reached because the difference
between the two exponential terms approaches a constant. For the
combined DL and faradaic processes, the potential and the DL cur-
rent distributions arc similar to those for the DL process alone; its
faradaic current distributions are similar to those for the faradaic
process alone. However, the relative magnitudes of the DL and fara-
daic currents are determined by how they are related in the govern-
ing equations (Eq. 4, 24, and 25).

The results in Fig. 3A show that the particle size is extremely im-
portant to the discharge behavior of the capacitor. It is therefore of in-
terest to investigate the performance of this model capacitor in terms
of Ragone plots, i.e., in terms of the energy and power densities. The
energy and power densitics are calculated as follows

Teen @ avel
Encrgy density = —cell—averd {30]
Vccll
TP ave
Power density = —Cca—“‘it— [31]

cell

where I is the total cell current, which is obtained by multiplying
the cell current density (iey) by the cross-sectional area of the elec-
trode, A. d,,, is the average cell potential, £4 is the discharge time,
and V,y is the volume of the cell including the electrodes, clec-
trolyte, and scparator. The average cell potential is given by
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Figurc 7A shows Ragone plots for the combined DL and farada-
ic processes and for three different particle sizes. The curves are all
similarly shaped, but the energy density decreases with an increase
in particle size over the entire range of power densities, and it begins
to drop off sooner but more slowly as the power density increases.
To examine how the DL and faradaic processes independently affect
the energy and power densities in a capacitor, Fig. 7B shows the con-
tributions from each process for a capacitor with 5 nm diam
RuO,-xH,0 particles. The Ragone plots exhibit similar trends for
the combined DL and faradaic processes and the DL and faradaic
processes alone, except at very high powers. For the DL process
alone, the energy density is essentially independent of the power
density up to about 20 kW/L, and then it drops sharply at higher
power densities. In contrast, the energy density decreases a little
faster with an increase in power density for the faradaic process
alone. At very high power densities (above 100 kW/L), however, the
faradaic process fails because the potential in the positive electrode
drops instantly below 0.5 V at the start of discharge, and no energy
can be drawn from the cell at such high power densities. For the
combined DL and faradaic processes, a higher energy density over a
broader range of power densities is due largely to the faradaic pro-
cess; however, it approaches the encrgy density obtained for the DL
process alonc at very high power densities, again indicating that the
contribution from the faradaic process becomes negligibly small at
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Figure 7. Regone plots: (A) for the combined DL and faradaic processes for
three Ru0Q,-xH,0 particle sizes and (B) for the DL process alone, faradaic
process alone, and combined DL and faradaic processes with 5 nm diam
RuQ,-xH,0 particles.

very high power densities. Overall, these Ragone plots show very
clearly that for a capacitor utilizing both DL and faradaic processes,
a higher energy density results from the faradaic process and a high-
er power density results from the DL process, as compared to either
of the individual processes alone.

Discussion

Both of the DL and faradaic processes studied here are surface
phenomena which take place at the interface between the electrode
and electrolyte. For the DL process, more surface area and a higher
specific capacitance both give rise to more energy storage at the inter-
face. Also, for the surface faradaic process, more surface area gives
rise to more energy storage at the interface. Moreover, the more active
the surface material is toward reversible redox reactions (determined
by the value of the exchange current density, i), the higher the power
density. In this study, however, the specific capacitance of the DL
process and the exchange current density of the faradaic process are
all fixed; so the only variable is the surface area, which is changed by
varying the size of the RuO, xH,0 particles in the electrode. In fact,
some researchers>* reported much higher DL capacitance of 60 puF/
cm? for oxide electrode systems based on a proton-exchange mecha-
nism. In this case, the calculated DL current would be expected to be
tripled, which in turn would result in a threefold increase in the ener-
gy density contributed from the DL process.

According to Eq. 26, the surface area is inversely proportional to
the particle size. As the particle size decreases from 30 to 10to 5 nm,
the surfacc area increases three times and six times, respectively,
which is proportionally the same as the increase in the discharge
times shown in Fig. 3A. In addition, the results in Fig. 3B show clear-
ly that the discharge time for the faradaic process alone is five times
higher than that for the DL process alone, indicating the importance
of the faradaic process for increasing the energy density of a capaci-
tor. Furthermore, Eq. 30 and 31 state that the energy density is pro-
portional to the total cell current, Iy, average cell potential, Do
and discharge time, #4, but it is inversely proportional to the cell vol-
ume, V... The power density is the same as the energy density except
that it is independent of 4 (which may not be true because D e is a
function of t,). Although a first glance at these equations suggests that
an increase in cell current results in an increase in encrgy density,
actually this is not true because the discharge time decreases with an
increase in cell current. The overall effect is that the energy density
decreases with an increase in power density. The results in Fig. 7A
show that the ratio of the increase in energy density at the same power
density is roughly the same as the ratio of the increase in surface area
for the three different sizes of RuQ,-xH,0 particles.

In addition, in order to increase the power density, the cell cur-
rent density must be increased, as shown in Fig. 7A and B. Howev-
er, the resulting increasc in power density is obtained at the expensc
of decreasing energy density, mainly because of the ohmic resistance
in the solution phase for the DL process alone. For the faradaic
process alone, the energy loss at higher power densities is due to the
ohmic resistance in the solution phase as well as the faradaic kinet-
ic resistance. The faradaic kinetic resistance even makes the farada-
ic process alone fail, because the cell potential cannot hold at the
working potential range. What is even more interesting, however, is
that for the combined DL and faradaic processes, the energy loss is
less compared with that for the faradaic process alone at the same
power density. The reason is that the DL process has the ability to
hold the cell potential, which allows the faradaic process to deliver
some energy even beyond the power at which the faradaic process
alone would fail. These results are consistent with those shown in
Fig. 2A, 4A, and 4B, which indicate that the energy loss at the larg-
er current (based on relative utilization) is 20, 44, and 37% for the
DL process alone, faradaic process alone, and combined DL and
faradaic processes, respectively. Although there is always a trade-off
between the energy and power densities, a capacitor with both DL
and faradaic processes can store morc encrgy and deliver morc
power compared with that obtained from either the DL or faradaic
processes alone.
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In this study, it is also assumed that the faradaic reactiou takes
place only at the surface of the particle with one-electron exchange
between 0 and 1 V (SCE). In practice, however, the inner layers
within a particle may also participate in the redox reaction through a
proton diffusion mechanism;310 other authors> have suggested a
faradaic reaction-of RuO, with a two-electron exchange. As a result,
the faradaic charge of a fully oxidized electrode can double accord-
ing to Eq. 27, which means that the energy density from the farada-
ic process can also double. Nevertheless, the power density may de-
crease because of slow proton diffusion in the innerlayers of the
solid phase. In addition, in this study the electronic conductivity of
the matrix is taken as 105 S/cm, which is 3-4 orders of magnitude
higher than the value suggested by some researchers®® based on
boundary effects associated with powder materials®’ and less crys-
tallinity®8 in hydrous RuO,. However, if the conductivity is taken as
this lower value, the simulated results will not be affected much
because the limiting conductivity is in the solution.

Conclusions

A mathematical model of an electrochemical capacitor comprised
of hydrous ruthenium oxide (RuO, xH,0) electrodes, including both
DL and surface faradaic processes, was developed to predict the
behavior of the capacitor under the conditions of galvanostatic charge
and discharge. A comparison of various numerical solutions from the
model with analytical ones for the DL process alone revealed that the
numerical simulations were accurate up to the fourth digit. The
results show that the energy density can be increased by decreasing
the particle size, whereas the power density can only be increased by
increasing the cell current density. However, there is always a trade-
off between the energy and power densitics. The results also indicate
that a capacitor with both DL and faradaic processes has higher ener-
gy densities compared with the DL process alone and higher power
densities compared with the faradaic process alone. The model pre-
dicts that the faradaic process increases significantly the energy per
unit volume of the capacitor for power densities of 100 kW/L or less.
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List of Symbols

A cross-sectional arca of the electrode, cm?

Cy DL capacitance per unit surface arca, Flcm?

D diameter of the RuO,-xH,0 particles, cm

E local electrode potential, @y-&y, V

E* dimensionless local potential, E/2V,,

f F/RT, V™!

F Faraday’s constant, 96487 C/equiv

h length of the crystal lattice on the RuQ,-xH,0 surface, cm

ig exchange current density for the faradaic reaction, Alem?
i superficial current density in the matrix phase, Alcm?
iy superficial current density in the electrolyte phase, Alem?

DL current per unit volume of the electrode, Alem?
iy  applied cell current density, A/cm?
Iy  total cell current, A

[ dimensionless DL current, i L/icey

i*y  dimensionless cell current, iggyl (k, + 0)(kGV,)

iy faradaic current per unit volume olpthc electrode, Afem®

Jt faradaic transfer current density, A/cm?

i*; dimensionless faradaic current, icl./i.gy

L thickness of the electrode, L = L, = L_,cm

L Avogadro's number, 6.0226 X 102} mol ™!

L, thickness of the scparator, cm

[en faradaic charge per unit volume of the electrode, Clem?

Qroxa faradaic charge per unit volume of the fully oxidized electrode, Clem?
QOrea faradaic charge per unit volume of the fully reduced electrode, Clem?
R universal gas constant, 8.3143 J/mol K

sy specific surface arca per unit volume of the electrode, em?¥cm?

t time, s

ty discharge time, s

T temperature, K

U, equilibrium potential for the faradaic reaction, V (vs. SCE)

V. volume of the cell, cm?

Ve initial potential before charge, 0.5 V (vs. SCE)

x position coordinate, cm

Greek

o, anodic transfer coefficient of the faradaic reaction

o cathodic transfer coefficient of the faradaic reaction

3 state of charge in the faradaic reaction

€ electrode porosity

€ separator porosity

o potential in the matrix phase, V

@,  potential in the electrolyte phase, V

d,,, average cell potential, V

@, cell potential or the matrix potential difference between the two cur-
rent collectors, V

&%, dimensionless cell potential, ®/2V,

Ko jonic conductivity of the bulk electrolyte, S/cm

Kp ionic conductivity of the electrolyte inside the pores of the electrode,
S/em

Ky jonic conductivity of the electrolyte inside the pores of the separator,
S/cm

] fraction of oxidized species in the faradaic reaction

o electronic conductivity of the matrix phase, S/cm

T DL time constant, s

T* dimensionless time, /7

3 dimensionless position coordinate, x/L
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Correlation of Double-Layer Capacitance with the Pore Structure of
Sol-Gel Derived Carbon Xerogels
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Nine different sol-gel derived carbon xerogels were prepared with different pore structures by varying the carbonization tempera-
ture (in flowing N,) and activation time (in 5% CO, in Ny). For each of these carbon xerogels, mesopore and micropore size dis-
tributions and cumulative surface areas were extracted from a density functional theory analysis. Increasing the carbonization tem-
perature caused a decrease in the number of micropores in the 6 A range but had little effect on the mesopore size distribution and
thus mesopore cumulative surface area. Increasing the CO, activation time caused an increase in the number of both micro- and
mesopores where pores in the 6 A width range eventually became pores in the 12 A width range. The electrochemical double-layer
capacitance (DLC) of the carbon xerogels was found to correlate well with changes in the pore structure, and it was determined
that pores less than about 8 A in width did not contribute to the DLC.
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Research on carbon-based electrochemical double-layer capaci-
tors (EDLCs) has focused on developing new and improved carbon
materials with high surface areas and suitable pore structures. '
Both of these characteristics have been shown to control the energy
and power densities of EDLCs.% However, the role of microporosity,
i.e., pores having diameters less than 20 A, in the performance of an
EDLC is still not very clear. In other words, what pore size is too
small for the electrolyte to access, hence preventing it from forming
a double layer?

Most of the studies in the literature have attempted to correlate
the double-layer capacitance (DLC) simply in terms of the total
Brunauer-Emmett-Teller (BET) surface area of a carbon material,
with limited success.”® Some other studics have had better success
by corre]atin% the DLC in terms of the micropore and mesopore sur-
face areas.!%-12 However, nonc of these studies has been able to iden-
tify the pore sizes that may not contribute to the DLC. Yet this infor-
mation is crucial to understanding the performance of an ELDC
from a molecular level and to designing better carbon-based EDLCs
by tailoring the pore structure for optimum performance.

The main reason for this lack of quantification lies in the tech-
niques that have been employed to determine the surface areas of
carbon materials.”® The commonly used techniques are global in
that they only provide information on the total surface area, which is
sometimes divided into the total micropore and mesopore surface
areas. These techniques are incapable of providing information on
the pore size distributions (PSDs) and corresponding surface arca
distributions. However, a very promising technique, which has not
been explored much in the characterization of EDLCs, is the use of
density function theory (DFT) to determine the mesopore size dis-
tribution and the corresponding cumulative surface arca of carbon
materials.!©

Therefore, the objectives here are to demonstrate the use of DFT
in determining the PSD and cumulative surface area of carbon mate-
rials that are being evaluated as EDLCs, and to show how this infor-
mation can be used to identify the pore sizes that are contributing to
the DLC. The carbon material chosen for this purposc is a car-
bonized resorcinol-formaldehyde (R-F) resin derived from a sol-gel
process. This material has been receiving considerable attention in
the recent literature, 61117 In this study, the DLCs of a series of car-
bon xcrogels fabricated from R-F resins, carbonized at different tem-
peratures and CO,-activated to different extents, are correlated with
their corresponding PSDs and cumulative surface arcas determined

* Electrochemical Society Active Member.

2 Present address: Department of Chemical Engincering, Center for Advanced Engi-
neering Fibers and Films, Clemson University, Clemson, South Carolina 29634, USA.

z E-mail: ritter@engr.sc.edu.

from DFT. The contribution to the DLC of various pore sizes is
revealed, including the pore size range that does not contribute to the
DLC of these carbon materials. Qualitative explanations for the inac-
tivity of these small pores are offered and contrasted with the corre-
lation proposed by Shi.!?

Experimental

The sol-gel synthesis procedure used to obtain the carbon xero-
gels is reported in detail elsewhere.'®!7 It suffices to state that solu-
tions containing 5 w/v % solids were prepared, in which the R-F
mole ratio (R/F) was fixed at 1:2. Sodium carbonate was used as a
catalyst and the resorcinol/sodium carbonate mole ratio (R/C) was
fixed at 50. For the carbonization study, the carbon xerogels werc
formed by pyrolysis of the dried gels at the desired temperature for
3 h in a flowing N, atmosphere. For the CO, activation study, the
carbon xerogels were formed by pyrolysis of the dried gels at
1050°C for 3 h in flowing N, and then at the same temperature for
the desired time in flowing N, containing 5 vol % CO,.

A typical threc-electrode test cell was used to carry out the elec-
trochemical measurements. The working electrode contained about
5 mg of the carbon xerogel together with 5 wt % Teflon binder. It was
hand-pressed into a disk 8.5 mm in diam and 150 pm thick. The disk
was sandwiched between two tantalum rods, with one rod used as a
current collector and the other rod used as a support, which was phys-
ically separated from the disk using a porous glass fiber filter. This
assembly was placed in a cell containing 30 wt % H,SO, as the elec-
trolyte. A saturated calomel electrode and platinum gauze were used
as the reference and counter electrodes, respectively. Cyclic voltam-
metry (CV) was performed between 0 and 1V (vs. saturated calomel
electrode) with a sweep rate of 5 mV/s using a potentiostat (EG&G
273A). The experiments were conducted at room temperature.

The DLC of a single carbon xerogel electrode was calculated
from the CV using

c- b [
sm
where C is the specific DLC, i is the anodic current recorded at 0.5V,
s is the potential sweep rate, and m is the mass of the active electrode
material. The PSD, f(w), was calculated from the adsorption integral
cquation

T (P, wdw 2

Wnin

n(P) =

where n(P) is the experimentally measured adsorption isotherm in
terms of the number of moles of N, adsorbed at 77 K as a function
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of pressure P, wy;, and wy,, are the widths of the smallest and .

largest pores in the material, and p(P, w) is the local adsorption iso-
therm in t : ms of the molar density of N, at 77 K and pressure P in
a pore of width w. By definition, f(w) = dv/dw, where v is the pore
volume. The experimental adsorption isotherm for each of the car-
bon xerogels was measured using a Coulter Omnisorp 610, 7 and
the local adsorption isotherms were predicted from nonlocal DFT as
described in detail elsewhere.!8-2! With the above experimental and
theoretical adsorption isotherms, the PSD for each carbon xerogel
was obtained by solving Eq. 2 using a regularization technique.?%?*
The cumulative surface area (S,) was then estimated from Eq. 3 by
assuming a slit pore model for the carbon xerogels

S = jw _ zfi)w) dw -

Results and Discussion

The effects of the carbonization temperature and the CO, activa-
tion time on the PSDs of the carbon xerogels is shown in Fig. 1A and
1B, respectively. According to TUPAC nomenclature,2! micropores
are less than 20 A in diam, mesopores are between 20 and 500 Ain
diam, and macropores are greater than 500 A in diam. Figure 1A
shows that in the micropore region, all of the samples exhibited a
peak with a mean pore width of about 6 A The height of this peak
decreased with an increase in the carbonization temperature, clearly
indicating the loss of microporosity. Three of the samples also exhib-
ited a peak between pore widths of 10 and 20 A. This peak was rel-
atively small at 600°C, disappeared at 750 and 900°C, and reap-
peared at 1050 and 1200°C with a slight shift toward smaller pore

dV/dw (cm%/g.A)

Pore Width (A)

— == unactivated B

""""" actvated for 0 5 hr

* activated for 1 hr
actvated for 2 hrs
activated for 3 hrs

dv/dw (cms/g.A)
°
s

Pore Width (A)

Figure 1. Effcct of the carbonization temperature (A, top) and CO, activation
time (B3, bottom) on the PSDs of the carbon xerogels. The curves are offset
from each other by dv/dw = 0.02.

sizes, indicating the destruction and creation of microporosity with
increasing carbonization temperature. In the mesopore region, a
broad but small peak appeared with a mean pore width of around
200 A; however, this peak did not change much with the carboniza-
tion temperature.

In contrast to the effect of the carbonization temperature, Fig. 1B
shows that the effect of CO, activation time on the PSDs of the car-
bon xerogels was much more pronounced. All of the samples exhib-
ited a peak with a mean pore width of about 6 A, which increased
with time up to 2.5 h, and then decreased slightly after 3 h. All of the
samples also exhibited a peak with a mean pore width of about 13 A,
which increased consistently with time. Some peaks with pore
widths between 20 and 100 A also appeared and grew with time;
however, the peak with a mean pore width of ~200 A changed little
with time. These trends show very clearly the creation and destruc-
tion of small micropores in the 6 A range with increased CO, acti-
vation time, some of which became large micropores in the 12 A
range and small mesopores in the 30 A range with the further burn-
off of carbon. Moreover, these results, along with evidence in the lit-
erature,!! which showed that these carbon xerogels are composed of
carbon nanoparticles on the order of 10 to 20 nm in diam, also sug-
gest that the larger mesopores (200 A range) were derived from the
voids between the carbon particles, the sizes of which were not
affected by the carbonization temperature or CO, activation time,
and that the smaller mesopores (30 A range) and all of the micro-
pores were derived from pores within the nanoparticles, the distrib-
utions of which were greatly affected by both the carbonization tem-
perature and CO, activation time.
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Figure 2. Effect of the carbonization temperature (A, top) and CO, activation
time (B, bottom) on the cummulative surface areas of the carbon xerogels.
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The PSDs shown in Fig. 1A and B were used to determine the
total (S,,,), micropore (S,;), and mesopore (Sy,.) surface areas, as de-
scribed above and based on the cumulitive surface areas shown in
Fig. 2A and B, respectively, for the carbonization temperature and
CO, activation time studies. For the carbonization temperature
study, the DLC and Sy, Spi» and Sy, are shown in Fig. 3A and B, all
as a function of the carbonization temperature. o, was 840 m%/g for
the carbon xerogel carbonized at 600°C, then it decreased almost lin-
early with an increase in temperaturc and finally dropped to
610 m%g at 1200°C. However, the DLC of the carbon xerogel car-
bonized at 600°C was surprisingly almost zero. AC impedance tests
indicated that this material had a very high ohmic resistance of
~500 kQ, which indicates that it was not converted into an electri-
cally conductive carbon material at such a low temperature. Exclud-
ing the sample at 600°C, the DLC exhibited a similar trend to S, A
maximum capacitance of 185 F/g was obtained at 750°C, then the
capacitance decreased with an increase in temperature down to 98
F/g at 1200°C.

The origin of this decrease in the DLC with the carbonization
temperature is revealed clearly in Fig. 3B and is related to a decrease
in S Sy decreased almost linearly with an increase in the car-
bonization temperature from 630 m¥g at 750°C to 440 m¥g at
1200°C; however, S, remained nearly unchanged at about 170 m¥/g
and was independent of the carbonization temperature. These results
suggest that pores less than 20 A in width contributed to the DLC,
which is consistent with that reported elsewhere.!®?* However, the
question that remains is what is the smallest pore size that can still
contribute to the DLC? This question is addressed later.

For the CO, activation study, the DLC and S, Sy;, and S, are
shown in Fig. 4A and B, all as a function of the CO; activation time.
S, Was around 700 m%g for the unactivated carbon xerogel, and it
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Figure 3. Effcct of the carbonization temperature on the DLC and total sur-
face arca, S, (A, top), and (B, bottom) micropore, Sy,;, and mesopore, Sy,
surface arcas of the carbon xerogels.

increased with an increase in the CO, activation time up to about
1630 m¥g after 3 h of activation; however, the rate of increase in S,
decreased with time, as did Sp,;. In contrast, the rate of increase in

" Sy increased with time. This result indicated that the activation pro-

cess, which burns off carbon to create more pores and surface area,
took place mainly within the carbon particles. In other words, the
initial high rate of formation of micropores slowed at the expense of
converting micropores into mesopores with increasing CO, activa-
tion time. These results certainly impacted the DLC of these materi-
als, as shown in Fig. 4A.

The DLC was 112 F/g for the unactivated carbon xerogel, and it
increased with an increase in the CO, activation time up to 170 F/g
after 3 h of activation. The rate of increase in the DLC after 0.5 h
also began to increase with time, i.e., the slope was convex to the ab-
scissa. The same trend was exhibited by S, shown in Fig. 4B,
whereas S,,; exhibited the opposite trend. This result indicates that
the increase in Sy, with time may have been controlling the increase
in the DLC, a surprising result because the micropore surface areas
were all significantly larger than the mesopore surface areas. For ex-
ample, S; and S, of the unactivated carbon xerogel were 530 and
170 m2/g, respectively, and they became 1290 and 340 m?/g after 3 h
of CO, activation, respectively. These trends suggested that some of
the micropores were not contributing to the DLC. An analysis to
determine the sizes of these inactive pores follows.

The unactivated but carbonized sample at 750°C gave rise to a
DLC of 23.1 pF/ecm?, based on the total surface area obtained from
DFT. This value was slightly higher, however, than the ideal value
that has been used to describe the DLC of clean graphite, which is
about 20 wF/cm?. 26 This slightly higher DLC was probably due to
pscudocapacitance caused by the presence of surface functional
groups. Kinoshita?® has shown that a minimum pyrolysis tempera-
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Figure 4. Effect of the CO, activation time on the DLC and total surface area,
(A, top) S, and (B, bottom) micropore, S;, and mesopore, Sy, surface
arcas of the carbon xerogels.
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Table L. Minimum pore size that contributed to the DLC of the
carbon xerogels.

Total Active  Inactive Minimum

surface surface  surface pore
DLC arca area area size
Conditions (Flg) (m¥g) (m¥g) (m?¥g) A
Carbonization
temperature (°C)
750 185.0 795.1 9250 -—129.9 -
900 162.0 769.9  810.0 -40.1 —
1050 112.0 698.8  560.0 138.8 5.1
1200 97.9 612.5 4895 123.0 5.2
CO, activation
time (h)
0 112.0 698.8  560.0 138.8 5.1
0.5 1383 10569 691.5 365.4 55
1 1384 12372 6920 545.2 6.0
2 151.7 14760 7585 717.5 6.6
3 1747 16294 8735 755.9 7.8

3 The minimum pore size was not discemible in this sample because
of a pseudocapacitance contribution to the measured electrochemi-
cal capacitance.

ture of 1000°C is needed to destroy the residual surface functional
groups (e.g., OH and COOH) that are known to exist on these kinds
of synthetic carbon materials. Therefore, the DLC of 20 wF/em? was
used as a benchmark to determine if a consistent trend could be
found between the measured DLC of all of the samples and a char-
acteristic pore size which indicated the minimum pore size that was
contributing to these measured DLCs. For example, using this value
of 20 wF/cm? for the sample carbonized at 1050°C resulted in an
active surface area of 560 m%/g and an inactive surface area of
138.8 m? for a DLC of 112 F/g. According to the cumulative surface
area for this sample shown in Fig. 2A, this cumulative inactive sur-
face area corresponded to all of the pores less than 5.1 A in width.
Table I presents similar analyses for the eight electrochemically
active samples from both the carbonization temperature and CO,
activation time studies. Some very interesting trends were observed.

The two samples carbonized at 750 and 900°C resulted in higher
active surface areas than their corresponding total surface areas,
which correspondingly gave negative values for their inactive surface
areas. As a result, no minimum pore size was reported for these two
materials. Nevertheless, these results are consistent with the earlier
statement about the effect of the presence of residual surface func-
tional groups within the pores of carbon materials carbonized below
1000°C. These residual surface functional groups most likely pro-
duced a pseudocapacitance in these samples? that necessarily caused
an overestimation in the active surface area, relative to the assumed
ideal DLC of 20 wF/cm?. For the sample carbonized at 750°C, this
pscudocapacitance amounted to about 3 wF/cm? or about 15% of the
measured capacitance. For the samples carbonized at temperatures
higher than 1000°C, the pscudocapacitance contribution was consid-
ered to be negligible; and thus, the measured DLCs of these samples
were considered to represent the actual DLC of these materials, with
no contribution from pseudocapacitance. For these six samples, this
analysis consistently indicated that pore widths smaller than about
5 A for the carbonized samples and between 5 and 8 A for the CO,
activated samples were not contributing to the DLC of these carbon
xerogels. Within the error of this analysis, these results were consid-
ered to be consistent and show that the smaller micropores in these
carbon materials, e.g., those pores less than about 8 A in diam, were
not contributing significantly to the DLC.

It is interesting to compare the above analysis on synthetic car-
bon xerogels with a different analysis carried out by Shi'® on both
activated carbon microbeads and activated carbon fibers; however,
this comparison is restricted to the activated carbon fibers, since they

are typically made from carbonized resins, similarly to the carbon
xerogels. Shi'® assumed that the DLC of a micropore surface is dif-
ferent than that of a mesopore surface, and from a simple linear cor-
relation obtained capacitances of 14.5 and 7.5 wF/cm? for the micro-
pore and mesopore surfaces of activated carbon fibers, respectively.
When applied to the carbon xerogels, Shi’s'? correlation did not pro-
duce a linear relationship. However, the DLC of the six carbon xero-
gels carbonized above 1000°C correlated fairly linearly with the total
surface area, as shown in Fig. 5. The slope of this linear correlation
corresponded to a DLC of 6.54 wF/cm?, which was quite low com-
pared to the ideal DLC of 20 wF/cm?, because this value also includ-
ed the inactive surface area. A plot of the DLC vs. only the active
surface area (S,,) produced a straight line with a slope of
20 wF/em?, as also shown in Fig. 5. An intriguing feature of these
results is the fact that the DLC of the activated carbon fibers studied
by Shi!? also correlated fairly linearly with their total surface area,
with a corresponding slope of 7.2 pF/cm?,

The point to be made here is that these low and similar values for
the DLC of the activated carbon fibers and carbon xerogels, com-
pared to the ideal value of 20 wF/cm?, can be accounted for in two
ways. One way is to assume that the DLC of micropore and meso-
pore surfaces are different as done by Shi.!9 The other way is to
assume that they are the same (at 20 wF/cm?) and then assume that
some of the smaller micropores are inactive as done in this study. It
is quite clear that the behavior observed by Shi!® by the activated
carbon fibers can also be explained equally well by assuming that a
minimum pore size exists, that below which does not contribute to
the DLC. It is not clear at this time which assumption is correct,
especially because both analyses produce physically realistic results.
However, it suffices to state that the correlation of Shi'® does not
seem to apply to all microporous carbon materials. In contrast, the
current analysis, based on a minimum active pore size, does apply to
all microporous carbon materials.

Conclusions

This work demonstrated very convincingly the ability of DFT to
extract pore structure information from the physical adsorption
isotherm. This information was used to follow the evolution of the
micropore and mesopore structures in carbon xerogels during con-
trolled, structure-altering experimentation with the carbonization
temperature and CO, activation time. Careful analysis of the results
from DFT coupled with the DLC of these materials revealed that
pores less than about 8 A in width were not contributing to the DLC
in these carbon xerogels. Moreover, the carbonization temperature
study showed very clearly that the main contribution to the DLC was
from the larger micropores between 8 and 20 A in width, and for
these carbon xerogels a temperature of about 700°C appeared to be
optimum. This work also showed that the CO, activation time can be
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Figure 5. Linear correlations of the DLC with the total surface area, Sy, and
active surface area, S, of the carbon xerogels carbonized above 1000°C.
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used to further optimize the performance of these carbon xerogels
with respect to maximizing the number of micropores in the most
active size range, i.e., in the 8 to 20 A range. Overall, the results
from this work should provide valuable insight into the design of
better microporous carbon materials for use in EDLCs and other
applications.
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Studies on the Capacitance of Nickel Oxide Films: Effect of Heating
Temperature and Electrolyte Concentration
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Nickel oxide films were prepared by clectrochemically precipitating the hydroxide and heating it in air to form the oxide. The
resulting oxide films behave as a capacitor. The capacitance of the oxide depends on the heating temperature, showing a maximum
at 300°C. The mechanism of charge storage was studied by measuring the capacitance and surface arca as a function of heating
temperature, and the capacitance in different electrolytes and potential windows. The charge-storage mechanism is belicved to be

a surface redox reaction involving adsorbed hydroxyl ions.
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With the increasing interest in high-power devices (e.g., for
acceleration in electric vehicles), electrochemical capacitors (ECs)
have been studied extensively in recent years (see, for example,
Ref. 1-3). Most commercially available ECs make usc of the double
layer formed at the electrode/electrolyte interface to store encrgy. As
the double-layer capacitance is typically less than 40 wF/em?, 4
high-surface-arca materials such as activated carbon arc usually
used. However, as much as 90% of the available surface arca is not
utilized in activated carbon duc to the presence of micropores (<2
nm), which cannot be wetted by the clectrolyte.® Another strategy
for increasing the energy stored in these devices is the use of farada-
ic pseudocapacitors, which exhibit current-potential responses simi-
lar to that of double-layer capacitors. Transition metal oxides like
RuO, %7 and 11O, 7 exhibit faradaic pscudocapacitance with capaci-
tance reported to be as large as 760 F/g.% (Note that all capacitance
valucs reported in this paper are for a single electrode excluding the
mass of the separator, electrolyte, and current collectors.) However,
the high cost of ruthenium and iridium has stimulated research for
identifying other materials that exhibit similar behavior.

Recently Liu and Anderson®!! reported the pseudocapacitance
of nickel oxide (i.c., NiO) films that were made by heating sol-gel-
derived nickel hydroxide [i.e., Ni(OH),] in air at 300°C. We investi-
gated similar nickel oxide films, the only difference being that the
nickel hydroxide was produced via electrochemical deposition.'?
Both groups reported a specific capacitance as high as 260 F/g. The
films also maintain high utilization at high power densitics and have
excellent cycle life.!? Even though the specific capacitance is com-
parable to that of activated carbon,® the ability to make thin films
makes NiO attractive for high-power devices.

What is not known though is how heating temperature, clectrolyte
environment, or the potential range of operation affect the capaci-
tance of nickel oxide. Therefore, in order to understand the mechan-
ism of charge storage in these materials, the specific (i.e., capacitance
per mass of material) and intrinsic (i.¢., capacitance per surface arca)
capacitance arc reported as a function of heating temperature (25-
450°C), clectrolyte environment (3-40 wt % KOH, and I N H,SOy,),
and potential window of operation (—0.55 to 0.45 V vs. SCE). This
insight can be used to guide clectrode development, which may
cnable NiO to be a commercially viable electrode in ECs.

Experimental

Thin films of nickel hydroxide were deposited on gold foils
masked with a scalant (Silicone™) so as to cxpose an arca of
1.0 em?. The films studicd here were deposited at room temperature
in a bath containing 1.8 M Ni(NO;), and 0.075 M NaNO; in a sol-
vent of 50 vol % ecthanol in a procedure described in detail clse-
where. 314 A cathodic current density of 5.0 mA/em? was applied for

* Electrochemical Society Student Member.
** Electrochemical Society Active Member.
“ E-mail: weidner@engr.sc.edu

25 min, which according to these previous deposition studies should
result in 350 pg films with a capacity of 277 mC (i.e., 790 C/g). The
expected capacity was confirmed by performing cyclic voltammetry
on nickel hydroxide in 3 wt % KOH and integrating the area under
the reduction peak of a stable cyclic voltammogram (CV).

For subsequent studies in KOH, the cycled nickel hydroxide
films were again rinsed in deionized (DI) water, heated to the desired
temperature at a rate of 5°C per min, maintained at that temperature
for 3 h, and subscquently cooled at 5°C per min to room temperature.
The oxide films were then cycled in the electrolyte for approximate-
ly 25 cycles, and the steady-state capacitances were measured. Prior
to conducting an cxperiment at a different KOH concentration, the
films were rinsed in DI water and immersed in the new solution
where it was ailowed to cquilibrate for 15 min. CVs were again per-
formed to measure the capacity once steady state was reached. Stud-
ies in H,SO, were conducted by heating the as-deposited film to
300°C as described, but without first cycling in 3 wt % KOH.

A saturated calomel electrode (SCE) and a platinum mesh were
used as the reference and counter electrode, respectively, in all ex-
periments. Deposition and cyclic voltammetry studies were con-
ducted on a computer-controlled EG&G Princeton Applied Rescarch
M273 potentiostat/galvanostat using the M270 software. The capac-
ity of the films was estimated by integrating the arca under the CVs
using the software.

Chemically precipitated nickel hydroxide was prepared by adding
the nickel nitrate solution described previously into a beaker contain-
ing 3 wt % KOH using a dropper. The KOH solution was stirred con-
tinuously, thus finely dispersing the precipitated nickel hydroxide.
Additional KOH was added to the solution to maintain the pH at 13.0.
The resulting nickel hydroxide was filtered using a vacuum arrange-
ment and repeatedly washed in order to remove the KOH from the
material. The active material was dricd at 80°C for 24 h prior to sur-
face arca measurements using the Brunauer-Emmett-Teller (BET)
technique. The material was heated to the desired temperature using
the same heating regime described and the surface-arca measured.
The surface-arca measurements were performed using a Micromerit-
ics Pulse Chemisorb 2700 analyzer using Nj.

Results and Discussion
Effect of the heating temperature on nickel hydroxide. —~Figure 1
shows the CVs of three nickel hydroxide films at a sweep rate of
5 mV/s. The CV of the as-deposited material cycled between —0.80
and 0.55 V vs. SCE shows a sct of redox peaks corresponding to the
nicke! oxidation/reduction reaction, often ideally represented as

charge
Ni(OH), + O™ === NiOOH + H,0 + ¢~ m
discharge

which involves the intercalation/deintercalation of protons. The
large anodic currents positive of 0.5 V correspond to the oxygen evo-
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Figure 1. Cyclic voltammetry on: (------ ) an as-deposited film of nickel

hydroxide cycled between ~0.8 and 0.55 V vs. SCE; (- - -) a film heated to
300°C and cycled between —0.8 and 0.50 V; and (—) an as-dcposited film
cycled between 0.0 and 0.3 V. The sweep rate was 5 mV/s, the clectrolyte was
3 wt % KOII, and the cathodic currents are positive.

lution reaction. When the film is heated to 300°C, the capacity
decreases significantly and the current-potential response changes
from battery behavior to capacitor behavior. That is, the peaks arc no
longer visible, and the anodic and cathodic current-potential re-
sponses are symmetric about the zero-current axis. This latter point
is scen more clearly in the inset to Fig. 1. The response of the as-
deposited material cycled between —0.80 and 0.55 V is not sym-
metric about this axis, even in the potential window between —0.20
to 0.20 V. However, if the as-deposited material is cycled between
0.0 and 0.30 V, below the potential where the oxidation of Ni(OlH),
occurs, the current-potential responses are symmetric about the zero-
current axis. Therefore, the as-deposited material behaves as a
capacitor as long as Reaction 1 is avoided.

In order to quantify the capacitance of the active material as a
function of temperaturc, CVs were performed in a potential window
where Reaction | was avoided. For materials heated to 275°C or less,
the films were cycled between 0 and 0.3 V, and for materials heated
to 300°C and above, the films were cycled between 0.0 and 0.35 V.
Four of these steady-state CVs arc shown in Fig. 2 in order to con-
firm that the capacitor behavior is achieved for materials heated
between 25 and 400°C. Although the current-potential response is
relatively symmetric about the zero-current axis, the capacitance of
cach film is potential dependent. For example, in the material heat-
ed to 300°C, the current, and hence the capacitance, at 0.30 V is
twice that at 0.10 V. An ideal capacitor, on the other hand, would ex-
hibit a potential-independent current (i.e., capacitance). Also evident
from Fig. 2 is that the capacitance increases when the material is
heated from 25 to 300°C but decrcases when heated above 300°C.
Therefore, Fig. 2 indicates that there is an optimal heating tempera-
ture. However, plotting the capacitance rather than the specific
capacitance vs. temperature may be misleading, since the mass of
the film is also changing with temperature. Therefore, the change in
structure, and hence the mass, of the active material upon heating is
discussed so that the specific capacitance can be cstimated.

The clectrochemically deposited nickel hydroxide films are very
defective, with 25% of the nickel lattice sites containing protons
rather than nickel ions.'>!® This material can be represented stoi-
chiometrically as'”

: . 2
Ni(211)g 3305 67113 47 X120 = Ni(O11); - S Hy0- X 11,0 (2]

where X, is the moles of water. This water can be structurally bound
to the crystal'® or in the film between the crystallites. In contrast, the
H,0 in the “2/3 H,0" is not molecular water but rather two protons
sitting on a nickel vacancy with an oxygen atom associated with it. 17
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Figure 2. Cyclic voltammetry on nickel hydroxide films that were previous-
ly heated to different temperatures. The sweep rate was 20 mV/s, the clec-
trolytc was 3 wt % KOII, and the cathodic currents arc positive. (-++) Zero
current.

The redox behavior of this material is well studied as it is the posi-
tive electrode in nickel-based batteries and is represented in Reac-
tion 1. Previous studies on hecating this material have indicated a
threc-step weight-loss mechanism based on thermogravimetric
analysis (TGA) and differential scanning calorimeter (DSC) re-
sults.'$19 The first two occur when nickel hydroxide is heated to at
least 200°C. At this temperature, molecular water is lost from the
active material according to the following reaction

dehydration
Ni(2H)g 3305 67H3 67 X H20 > Ni(2H)g 330, 67H2 67

+ X H0  [3]

As shown previously, the dehydrated materials retained the elec-
trochemical signatures of the as-deposited material.'? Studies on the
defect nature of nickel hydroxide have shown that the water content
of these films (X,,) is approximately 1 mol of water per mole Nj,20
which corresponds to a 16% loss in mass via Reaction 3. Thercfore,
films heated to 200°C have 84% of the mass of the as-deposited mate-
rial. Note that as X, contains both structural water and the water
between crystallites, one would realistically expect two weight losses,
one at ~100°C and the other at ~200°C as observed by previous re-
searchers.!'8!? However, due to difficulty in scparating the two phe-
nomenon, it is assumed that a single weight loss occurs at 200°C.

When the film is heated to ~300°C or above, the hydroxide is
converted to the oxide!!? according to the reaction

Ni(2H)g 330, 67H; 67 = NiO + 1.67H,0 [4]

and the film becomes stoichiometric NiO. The conversion at
~300°C has been shown previously to lead to a significant improve-
ment in the cycle life!>!? of these materials and a decrease in the
optical response.'? The assumption that the material at 300°C is stoi-
chiometric NiO is reasonable considering the rapid decrease in the
level of defects in NiO even at modest heat-treatment conditions.!
Reaction 4 indicates a further loss of 24% of the mass. Therefore, at
or above 300°C the mass of the film is 60% of the as-deposited mass.

The specific capacitance of the active material as a function of
heating temperature is plotted in Fig. 3. The specific capacitance of
the material was estimated from the CVs by integrating the arca under
the current-potential curve and then dividing by the sweep rate, the
mass of the film, and the potential window according to the equation

A
C= -—l——j I(V)dv (5]

mv(V, — V) Jdy,

For reasons discussed previously, films heated to 200°C were taken
to have the mass of the as-deposited material. Films heated above
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Figure 3. Spccific capacitance of nickel hydroxide films that were previous-
ly heated to different temperatures. The capacitances were measured using
CVs, four of which are shown in Fig. 2. (—) A curve fit through the data
points.

200 but less than 300°C were taken to have 84% of the mass of the
as-deposited material, and films heated at or above 300°C were taken
to have 60% of the mass of the as-deposited material.

Although an as-deposited nickel hydroxide film exhibits a capac-
itor-like responsc when cycled between 0 and 0.30 V vs. SCE (sce
Fig. 2), it does not have a significant specific capacitance (4.7 F/g).
As the material is heated, the specific capacitance remains fairly
constant until the temperature reaches 300°C. At this temperature,
the specific capacitance increases 22 times, to 104 F/g. This dramat-
ic increase in capacitance at 300°C corresponds to the conversion of
the hydroxide to the oxide according to Reaction 4. As the film is
heated further, the specific capacitance of the oxide reduces until at
450°C the clectrode does not store any uscful capacity.

The significant change in the specific capacitance on heating can
be caused by cither (i) the formation of a high-surface-area material
at ~300°C or (ii) pscudocapacitance due to oxide formation. In
order to ascertain the cause of the dramatic increase in capacitance
at 300°C, BET studies were conducted on bulk precipitated hydrox-
ides at 150, 200, 275, 300, 350, and 400°C. The precipitation was
conducted chemically as opposed to electrochemically since it is dif-
ficult to deposit clectrochemically the requisite quantity of material
needed for BET analysis. This is not to arguc that the chemical and
clectrochemical methods yield identical materials, but rather to
determine qualitatively how the surface arca depends on the heating
temperature.

The resulting surface arca and intrinsic capacitance (i.e., specific
capacitance divided by the surface area) are shown in Fig. 4. The
results show that heating the material from 150 to 200°C has a neg-
ligible effect on the surface area and intrinsic capacitance of the
material. The intrinsic capacitance at these two heating temperatures
was estimated to be 4.0 wF/em?, a value consistent with charge stor-
age across a double layer.® As the material is heated from 200 to
300°C, a 12% increase in surface area is observed, but the intrinsic
capacitance increases by a factor of 17, to 68 wF/cm?. Further heat-
ing from 300 to 400°C causes the surface area to decrease from 153
to 86 n12/g (a 44% decrease) and the intrinsic capacitance to decrease
from 68 to 3! qu/cmz (a 57% dccrease).

The cffect of the heating temperature on the surface arca and the
intrinsic capacitance suggests that the dramatic capacitance change
at 300°C is due to the formation of NiO. Since the intrinsic capaci-
tance of the NiQ is too large to be explained by energy stored across
the double layer, its capacitance must arisc from the NiZ™ to Ni**
redox reaction given by

charge
NiO + zOH™ === :NiOOH + (1 — 2) NiO + ze~ [6]
discharge
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Figure 4. Specific surface arca and intrinsic capacitance of nickel hydroxide
that was previously heated to different temperatures. The surface arca was
measured from chemically precipitated material using BET. The lines are a
curve fit through the data points.

Reaction 6 suggests that only a fraction of the nickel sites, z, are
involved in the redox reaction (i.e., when z equals 1.0 all the nickel
sites have been oxidized/reduced reversibly).

The value of z can be estimated from the specific capacitance of
the oxide film by the following relationship

__ CMAV
PE [7]

Using Eq. 7, a potential window of 0.30 V,-a molccular weight of
74.7 g/mol, and the specific capacitance from Fig. 3 gives a = value
of 0.024 and 0.0062 at 300 and 400°C, respectively. In other words,
at these respective temperatures only 2.5 and 0.62% of the nickel
atoms participate in the reaction that produces the currents in Fig. 2.

These low values of z suggest that Reaction 6 is occurring only at
the surface of NiO, with little bulk interaction. Unlike nickel hydrox-
ide, where H* intercalation into the active material is the mechanism
of charge storage, the mechanism in the oxide seems to involve
adsorption and reaction of OH ™ ions at the surface. Considering the
difference in size of HT and OH ™, it is not surprising that there is lit-
tle bulk interaction due to the diffusion of OH™ ions into the mater-
ial. This is consistent with studies on cobalt oxide?® and anodically
deposited NiO,22 which concluded that these materials involve pre-
dominately surface redox sites. In contrast, a study conducted on
hydrous ruthenium oxide® has concluded that this material exhibits
significant bulk interactions, with a z value of approximately 0.85.

If, however, the decrease in specific capacitance above 300°C is
only a BET surfacc-area phenomena, then the intrinsic capacitance
shown in Fig. 4 would level off. Since this quantity is also decreas-
ing, the fraction of surface sites participating in Reaction 6 must also
be decreasing. In order to quantify this effect, the fraction of nickel
atoms that reside on the surface of the active material, €, can be cal-
culated from the following formula®?

st (8]

E thA
For NiO, the length of the crystal lattice, /1, is 4.137 A2 At 300 and
400°C, s = 153 and 86 m?/g (sce Fig. 4) resulting in & = 0.11 and
0.062, respectively. Therefore, at 300 and 400°C, only 11 and 6.2%
of the nickel atoms, respectively, are at the surface, and of those only
23 and 10%, respectively, are accessed during the CVs shown in
Fig. 2 (i.e., z/& = 0.23 and 0.10, respectively). That the decrease I
the percentage of surface sites accessed with temperature means that
the electrochemically active surface arca deercases at a greater rate
than the BET surface arca. This is probably due to the isolation of
micropores that arc no longer accessible to the clectrolyte.

The optimum heating temperature of 300°C scen in Fig. 3 occurs
when all the hydroxide is converted to oxide but before the clectro-
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chemically active surface area can be reduced due to sintering of the
oxide particles. This optimum is independent of the subsequent cy-
cling conditions (e.g., KOH concentration, potential window) since
the predominant changes in microstructure occur during the heating
process itsclf. The heating environment or heating rate, however,
could influence the measured capacitance of the material by affect-
ing the surface area or the extent of conversion of the hydroxide to
the oxide. Liu and Anderson studied the capacitance of sol-gel-
derived NiO films heated in different atmospheres® and concluded
that air-fired samplcs show only a slightly higher capacitance com-
pared to hcating in pure nitrogen or oxygen. We performed sclected
experiments at a heating rate of 15°C/min, and no measurable dif-
ference in the capacitances or surface arcas was detected. In addi-
tion, incomplete conversion of the hydroxide to the oxide is easy to
detect by the presence of redox peaks in the CV due to Reaction 1.
No such peaks were observed at heating temperatures of 300°C and
above, indicating complete oxide conversion.

Effect of the electrolyte concentration on the capacitance.—The
speculation that the charge-storage mechanism of the nickel-oxide
film is duc to redox Reaction 6 indicates that the significant capaci-
tance should exist only in basic electrolytes. To confirm this hypoth-
esis, experiments were conducted in sulfuric acid and the results
compared to those conducted in potassium hydroxide. Figure 5
shows the CVs of two nickel hydroxide films heated to 300°C, one
cycled in 3 wt % KOH and the other in 1 N H,SO,. The graph clear-
ly indicates the enhanced charge-storage mechanism in basic elec-
trolytes. The capacitance of the material cycled in sulfuric acid (16
F/g) was cstimated to be onc-sixth the value of the one cycled in
KOH (155 F/g). Bascd on the surface area at 300°C (i.e., 153 mz/g),
an intrinsic capacitance of 10.5 PLF/CIH2 is obtained in sulfuric acid,
a value consistent with double-layer capacitance.” Although previ-
ous studics on cyeling single crystals of NiO in H,SO, have been
reported to exhibit redox peaks due to the oxidation of Ni** to Ni**
and Ni** 226 no such peaks are evident in Fig. 5. On longer cycles
(~50 cycles), a redox peak grows in the CV shown in Fig. 5, con-
sistent with the results of Tench and Yeager.?® Note that the as-
deposited film rapidly dissolves in sulfuric acid, while the film heat-
ed to 300°C has no apparent degradation, consistent with the results
of Yohe et al.?®

Reaction 6 also suggests that the charge-storage capacity of the
film would increase with an increasc in the concentration of OH™
jons in solution. To test this hypothesis, CVs from —0.05to 0.2V vs.
SCE were recorded over a wide range of KOH concentrations rang-
ing from 0.5 wt % (0.09 M) to 40 wt % (7.1 M) KOH. The limit of
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Figure 5. Cyclic voltammetry on nickel oxide films in: (—) 3 wt % KOII and
(- - - =) 1 N 11,80,. The oxide films were formed by heating nickel hydrox-
ide to 300°C. The sweep ratec was 5 mV/s, and the cathodic currents are pos-
itive. (+++) Zero current.

0.2 V was chosen based on the fact that the oxygen evolution reac-
tion according to

40H™ =0, + 2H,0 + de” 9]

occurs at ~0.25 V in 40 wt % KOH (sec Fig. 8). Note that there is a
50 mV decrease in the equilibrium potential of the oxygen evolution
reaction when the KOH concentration increases from 0.5 to 40 wt %,
as predicted using the Nernst equation for Reaction 9.

Figure 6 shows the specific capacitance as a function of the KOH
concentration calculated from the CVs in conjunction with Eq. 5. In
Fig. 6, the open circles represent the first set of experiments, where
the capacity of the film was estimated at successively increasing
concentrations from 0.5 to 40 wt % KOH. The triangles represent the
data when the concentration was successively decreased from 40 to
0.5 wt % KOH on the same film. The data points shown in the fig-
ure are an average of four experiments on four different films. A
clear hystercsis is observed between the two sets of data, indicating
that some irreversible changes occurred in the film as the concentra-
tion was increased. However, subsequent experiments, involving
both increasing and decreasing the concentration on the same film,
resulted in capacitics within 5% of that obtained in the second data
set (i.e., triangles in Fig. 6). Therefore, the second data sct also rep-
resents the reversible capacity vs. concentration data. Note that the
capacitance at 3 wt % KOH (i.e, 0.54 M) reported in Fig. 6 is lower
than the 300°C data reported in Fig. 3 due to the potential-dependent
capacitance of the material. The smaller potential window used to
generate the data in Fig. 6 results in a small capacitance.

From Reaction 6, one can formulate a ratec expression of the
form?’

r = k{NiOP[OH™]° — k,[NIOOHJ® [10]

Assuming that the number of available nickel sites is independent
of the OH™ concentration, differentiating the rate with respect to
[OH™] yiclds

ir - b=
— = kbINIOT[OH ! (11
d[OH ]
Since the specific capacitance data in Fig. 7 werc obtained over a
fixed time interval (i.e., potential window divided by the sweep rate),
they are related to the rate of reaction by the expression
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Figure 6. Specific capacitance of nickel oxide films as a function of KOH
concentration. The oxide {ilms were formed by heating nickel hydroxide to
300°C. The data points arc an average of four experiments on four different
films. The first data set is the specific capacitance on films when the concen-
tration was increased consecutively from 0.5 to 40 wt % KOII (i.e., 0.09-
7.1 M KOH). The sccond data sct is the specific capacitance when the con-
centration was decreased from 40 to 0.5 wt % KOI! on the same film. Sub-
sequent experiments, involving both increasing and decreasing the concen-
tration on the same film, resulted in capacities within 5% of that represented
by the triangles. The lines arc a curve fit through the data points.
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Figure 7. The derivative in the nickel redox reaction rate with respect to the
KOH concentration as a function of KOII concentration. The rate data were
derived by combining the capacitance data in Fig. 6 with Eq. 12. The deriv-
ative was calculated at cach KOII concentration using finite differences. The
data points arc an average of four data scts. The linc is the best fit of Eq. 11
through the second data set. The slope of the linc gives b = 0.2.

- Cvm [12]
F

with the assumption that one electron is transferred for every mole
of nickel reacted. Therefore, the specific capacitance in Fig. 6 is
converted to rate using Eq. 12, and the stope, dr/d[OH™]. is calcu-
lated at cach KOH concentration using finite differences.®® A plot of
the logarithm of dr/d[OH™] vs. the logarithm of the KOH concen-
tration is shown in Fig. 7. The circles and triangles correspond to the
first and sccond data sets shown in Fig. 6. The linc is the best fit
through the triangular data points. The slope of the line is (b-1),
which gives the reaction order with respect to the OH™ concentra-
tion of 0.2. The intercept is related to the rate constant of the forward
reaction, the order with respect to the NiO sites, the number of sites,
and the order with respect to OH™.

The best fit of Eq. 11 through the data is the same for both data
sets as long as the three highest concentrations for the first data are
ignored. The straight linc through the data in Fig. 7 suggests that the
total number of Ni sites available for reaction is independent of the
OH~ concentration. It is possible that at high KOH concentrations
the number of Ni sites increases for the first data set, which results
in the deviation of the points from the straight line. Such an increase
in the number of Ni sites could result from an increase in the surface
arca of the film at high KOI concentrations, a change that can be ex-
pected to be irreversible. However, this irreversible change in struc-
ture has no effect on the order of the reaction, which is evident from
the relatively constant slope between the two experiments. Once the
material has been cycled in high KO concentrations, the capaci-
tance vs. concentration appears to be reversible and follows a
straight line represented by the triangles.

r

Effect of the potential window on electrode operation.—The fact
that only 23% of the surface sites are used when the material is heat-
ed to 300°C and cycled in 3 wt % KOH is due in part to the limited
potential window used. If the anodic limit of the potential window is
increased from 0.30 to 0.45 V, the specific capacitance increases
from 103 to 132 F/g. This translates into an increasc in the percent-
age of surface sites accesses from 23 to 30%. If the anodic limit of
the potential window is decreased o 0.20'V, the specific capacitance
decreases to 62 I/g (see triangle at 0.54 M KOH in Fig. 6), and only
14% of the surface sites are accessed. Therefore, increasing the
anodic potential limit, holding the electrolyte concentration con-
stant, increases the capacitance.

In addition, the data in Fig. 6 indicates that increasing the KOH
concentration, holding the anodic potential limit constant, increases

the capacitance. In practice, however, these two variables are cou-
pled. Lower KOH concentrations result in an increase in the anodic
potential limit of the electrode, since oxygen evolution occurs at
more positive potentials. This increase would enhance the energy-
storage capability of the positive electrode, since the capacitance
increases with potential and the energy of a capacitor scales as the
square of the potential. In order to demonstrate how the KOH con-
centration and potential window are coupled, CVs were gencrated
with a fixed cathodic limit of —0.55 V but with an anodic limit
adjusted to limit the oxygen evolution current at ~1 mA/cm?. Fig-
ure 8 shows the CVs at three different concentrations on a film heat-
ed to 300°C. By placing a limit on the amount of oxygen gencrated,
an increase in the KOH concentration results in a decrease in the
anodic potential limit and a resulting decrease in the specific capac-
itance. For example, using only the most positive 0.30 V in Fig. 8, a
specific capacitance of 142 F/g is obtained in 3 wt % KOH compared
to 130 F/g in 40 wt % KOH. The lower KOH concentrations enable
us to access the higher capacitances that are scen at higher poten-
tials. Figure 8 also demonstrates that NiO is best suited as a positive
clectrode. For example, in 3 wt % KOH the capacitance of NiO is
five times larger in the potential window 0.0 to 0.45 V vs. SCE com-
pared to the potential window —0.5 to 0.0 V vs. SCE.

The effect of the KOH concentration on the overall potential win-
dow of the device depends on the choice of the negative clectrode,
and subsequently, the sensitivity of hydrogen evolution kinetics to
KOH concentration. Another factor that must be considered when
determining the optimum KOH concentration for a device is the
power density. Higher KOH concentrations have greater conductivi-
ty (the conductivity of KOH is a maximum at 33 wt %) and hence
lead to higher power densities.

Conclusion

Nickel oxide films werc fabricated by electrochemically precipi-
tating the hydroxide and heating it to form the oxide. While nickel
hydroxide cycled to 0.45 V vs. SCE behaves as a battery material due
to the proton intercalation reaction, the hydroxide cycled to 0.30 V
or the oxide cycled to 0.45 V behaves as a capacitor. The specific
capacitance (capacitance per unit mass) of the films was measured
as a function of the heating temperature in 3 wt % KO and over a
potential window where no proton intercalation occurs. A negligible
increase in specific capacitance was observed as the heating temper-
ature was increased from 25 to 200°C. However, when the heating
temperaturc was increased to 300°C, the specific capacitance in-
creased by a factor of 22.

The large rise in capacitance at 300°C corresponds to the tem-
perature at which the hydroxide is converted to the oxide. Hcating to

08 . , . . — . . . .
06 I 3 w/o KCH 1

04 [

Current Density (mA/cm?)
IS
N

NS
20 w/o KOH G
\

40 wio KOH <a——

" s Il L n n 1

06 -05 -04 -03 -02 -01 -00 01 02 03 04 05
Potential (V) vs. SCE

Figure 8. Cyclic voltammetry on a nickel oxide film in diflerent KOH con-
centrations, The oxide film was formed by heating nickel hydroxide to 300°C.
The voltammograms were reversed at the anodic potential limit when the cur-
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temperatures above 300°C results in a decrease in the BET surface
arca and a decrease in the intrinsic capacitance (capacitance per unit
BET surface arca) of the nickel oxide. Since the intrinsic capacitance
decreases with heating temperature, electrochemically active surface
arca is decreasing faster than the BET surface arca. This is probably
duc to the isolation of micropores that arc no longer accessible to the
electrolyte.

The large intrinsic capacitance for the oxide suggests that the
charge storage is duc to a surface redox reaction (i.e., pseudocapac-
itance), probably involving the adsorption of hydroxyls rather than
from a double layer. This was confirmed by cycling the material in
different electrolyte environments. In 1 N H,SO,, pseudocapaci-
tance was not observed. In KOH, the pscudocapacitance increased
with concentration with an estimated reaction order of 0.2, while
holding the potential window constant.

Finally, the capacitance of nickel oxide was found to be a strong
function of the potential window of operation. Its capacitance was
five times larger in the potential window 0.0 to 0.45 V vs. SCE com-
pared to the potential window —0.5 to 0.0 V vs. SCE, thus making
the material best suited as a positive electrode in devices. The poten-
tial-dependent capacitance also resulted in a capacitance that de-
creased with KOH concentration when a fixed oxygen evolution rate
was used to determine the anodic potential limit rather than a fixed
potential.
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List of Symbols

a order of reaction with respect to NiO

b order of reaction with respect to KOH

¢ order of reaction with respect to NiOOH

C specific capacitance, F/g

F Faraday constant, 96,487 C/equiv

h length of crystal lattice, cm

7 current, A

ky reverse reaction rate constant for Reaction 6, em s™! (mol/em?)! ¢
' forward reaction rate constant for Reaction 6, cm s™! (mol/cm")"“'h
Ly Avogadro number, 6.023 X 10% mol !

m mass of the film, g

M molecular weight, g/mol

r ratc of reaction, mol/em? s

K specific surface area, em¥g

14 potential, V

v, anodic potential limitina CV, V

V. cathodic potential limit ina CV, V

z fraction of nickel atoms involved in the redox process
AV potential window, V
Greek
v sweep rate, V/s
13 fraction of nickel atoms on the surface
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Ni-Composite Microencapsulated Graphite as the Negative
Electrode in Lithium-Ion Batteries
I. Initial Irreversible Capacity Study

P. Yu,* J. A. Ritter,** R. E. White,*** and B. N. Popov***

Center for Electrochemical Engineering, Department of Chemical Engineering, University of South Carolina, Columbia,

South Carolina 29208, USA

A novel approach for suppressing the solvated lithium intercalation in graphite was developed by microencapsulating graphite with
nanosized Ni-composite particles. The Ni-composite graphite showed great improvement in charge-discharge performance,
coulomb efficiency, and cycling behavior when used as the negative electrode in a Li-ion cell with propylene carbonate (PC)-based
electrolyte. For example, a 10 wt % Ni-composite coating increased the initial charge-discharge coulomb efficiency of SFG75
graphite (75 pm, Timcal America) from 59 to 84% and the reversible capacity by 30-40 mAh/g. The Ni-composite coating con-
sisted of nanosized particles distributed over the surface of the graphite particle, which effectively blocked some of the edge sur-
faces exposed to the electrolyte. This minimized solvated lithium intercalation at these edge sites, which subsequently minimized
the PC reduction within the graphite and the exfoliation of the graphene layers, and also gas evolution. Corresponding improve-
ments in both the charge-discharge performance and safety of the negative electrode in a rechargeable Li-ion cell resulted.

© 2000 The Electrochemical Society. S0013-4651(99)08-113-6. All rights reserved.
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Since Sony introduced the first commercial cell in 1990 that used
a carbon material in lieu of lithium metal as the negative electrode,'
rechargeable Li-ion batteries have become readily available world-
wide. Of various carbon materials, graphite is favored because it
exhibits a high specific capacity, a most desirable charge potential
profile, and superior cycling behavior. However, the irreversible
reactions that take place with lithium during the first cycle have been
one of the very persistent problems associated with the use of graph-
ite. In commercial Li-ion cells, the loss of lithium due to thesc irre-
versible reactions is normally compensated for by using excess cath-
ode material, however, this leads to a decrease in the specific energy
density and thus an increasc in the cell cost.2? These irreversible
reactions can also cause gas evolution, which may result in some
very serious safety issues, such as cell can buckling, cell venting,
electrolyte spillage, and even firc.2*

It is widely known?™ that the irreversible capacity can originate
from electrolyte decomposition followed by the formation of a solid
electrolyte interface (SEI) film on the external surface of the graph-
ite. However, it can also arise from solvated lithium intercalation be-
tween the graphene layers and subsequent reduction of the sol-
vent,%7 because the formation of a solvated lithium/graphite com-
pound like Li(sol),Cg is more favorable than the formation of Li,Cq
during insertion.® ‘I"he irreversible capacitics in both cases are large-
ly dependent on the external surface area of the electrode,® because
the exposed surface is where the irreversible reactions take place. In
fact, it has been shown that the irreversible capacity associated with
the edge surfaces of graphitc is substantially larger than that associ-
ated with the basal planc surfaces due to solvent cointercalation into
the layer spacing.’

The irreversible capacity associated with the use of graphite also
varics considerably with different electrolytes, and especially with
different solvents. It has been shown”? that the irreversible reactions
are worse in propylene carbonate (PC)-based electrolyte than in
ethylene carbonate (EC)-based electrolyte, and PC alone can cause
severe degradation of the graphite structure by a process called “ex-
foliation””"!! The results by Ogumi et al.'? indicated that PC begins
to decompose at ca. 1 V vs. Li/Li* and continues to decompose dur-
ing the remainder of the intercalation process. It has further been sug-
gested that this decomposition occurs continuously without forming

* Electrochemical Society Student Member.
** Electrochemical Society Active Member.
**+ Electrochemical Society Fellow.
* E-mail: popov@engr.sc.cdu

a stable passive SEI layer on the edge surfaces of the graphite parti-
cles.”"!! The net effect is that the PC solvent continuously cointerca-
lates with Li-ions into the graphene layers and subsequently reduces,
which gives rise to a large irreversible capacity during cycling®!!
Nevertheless, PC is still attractive for use as an electrolyte in Li-ion
batteries, especially for low-temperature operation, because of its
high salt solubility and low melting point (—55°C).

Recently, some attempts to suppress the irreversible solvated
lithium intercalation into graphite have been made by adding inor-
ganic agents such as CO,, > NO,, ' and SO,, ! or organic agents
such as crown ethers to the electrolyte.!216 Thesc additives con-
tribute to the formation of a less permeable SEI film which effec-
tively decreases the diffusion of solvated lithium ions through the
surface of the graphite, but thesc additives still induce some irrevers-
ible capacity in the first cycle because they also react with lithium.
Another approach that has been reported'’ is to electrochemically
reduce EC on the external surface of the graphite particles to cover
them with an effective SEI film prior to use in the PC electrolyte.
With these works in mind, this two-part series reports on the devel-
opment of a novel Ni-composite-coated graphite material that mini-
mizes the initial irreversible capacity in a Li-ion cell.

Three types of graphite materials were coated with Ni-composite
particles using a microencapsulation technique. In Part I of this series,
the effect of the Ni coating on reducing the initial irreversible capaci-
ty is revealed, based on using galvanostatic, cyclic voltammetry,
scanning electron microscopy (SEM) and Brunauer-Emmett-Teller
(BET) surface area results obtained with both bare and Ni-coated
graphite materials. Part 11 of this series reports on electrochemical
impedance and self-intercalation studies with the same materials.

Experimental

Three types of synthetic graphite, G1 (I pm Aldrich), KS10
(10 wm Timcal America), and SFG75 (75 pm Timcal America),
were used as received. The microencapsulation of these graphites
with Ni composite was carried out at 85-90°C for 0.5 h in a plating
bath containing sodium hypophosphite as a reducing agent. The pro-
cedure has been described in detail elsewhere.'® After deposition,
the concentration of nicke! in the plating solution was analyzed by
ethylenediaminetetraacetic acid (EDTA) complexometric titration. '
In this work, 3, 5, 8, 10, and 25 wt % Ni composites were deposited
on KS10 graphite, while 10 wt % Ni composites were deposited on
G1 and SFG75 graphites. Following the deposition process, the
graphites were washed with deionized water and dried at 90°C
overnight in 2 vacuum oven.
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The electrochemical characterizations were carried out in Swage-
lok three-clectrode T-cells. A typical graphite negative electrode was
prepared by mixing graphite powder with 6 wt % poly(vinylidene
fluoride) (PVDF, Aldrich) powder and 1-methyl-2-pyrrolidinone
solvent. The resulting slurry was roller pressed onto a stainless steel
current collector and dried under vacuum at 150°C for 12 h. The re-
sulting pellet was approximately 95 pwm thick and weighed about
10 mg. The counter and reference electrodes were made of Li foil
(99.9%, Aldrich), and a sheet of Whatman glass fiber membrane
(Baxter Diagnostics Co.) was used as a separator. The electrolyte
used consists of 1 M LiPFg in a 1:1:3 mixture of PC/EC/dimethyl
carbonate (DMC) with less than 15 ppm H,0 and 80 ppm HF (EM,
Inc.). Also, an electrolyte consisting of 1 M LiPFg in a 1:1 mixture
of EC/DMC with less than 15 ppm H,0 and 80 ppm HF (EM, Inc.)
was used for comparison and also as received. The procedure for the
fabrication of the electrodes and the Li-ion cells are described in
detail elsewhere.2% The charge-discharge behavior of each T-cell was
investigated using an Arbin Battery Test (BT-2043) system at a cur-
rent of 0.5 mA (C/8 rate) with cutoff potentials of 0.005 and 2 V vs.
Li/Li*. Cyclic voltammograms (CVs) were obtained using a scan
rate of 0.05 mV/s. The surface images of the bare KS10 graphite and
Ni-composite KS10 prior to any charge-discharge cycles were taken
using a Hitachi S-2500 Delta scanning electron microscope. A
Micromeritics Pulse Chemisorb 2700 was used to obtain the specif-
ic surface areas based on the single-point, BET method. Each sam-
ple was dried in a flowing stream of argon at 200°C for 1 h prior to
the BET measurement.

Results and Discussion

Initial Charge-Discharge Behavior of KS10 in 1 M LiPF¢/EC/
DMC and | M LiPF4/PC/EC/DMC: electrolytes.—To identify the
contribution of the PC solvent to the initial irreversible capacity,
especially the irreversible capacity related to solvated lithium inter-
calation, bare KS10 was cycled in 1 M LiPF¢/EC/DMC and 1 M
LiPF¢/PC/EC/DMC electrolytes separately. The first cycle charge-
discharge curves are given in Fig. 1.

Although the deintercalation capacitics for KS10 are about the
same in both electrolytes (approximately 300 mAh/g), the first lithi-
um intercalation capacity in the PC/EC/DMC electrolyte is much
larger at 742 mAh/g compared to that in EC/DMC electrolyte at
399.7 mAh/g Moreover, the capacities between 0.56 and 0.2 V vs.
Li/Li*, which corrcspond to solvated lithium intercalation,$ arc
338.3 and 55.2 mAl/g in PC/EC/DMC and EC/DMC electrolytes,
respectively. Although a quantitative comparison is not possible, be-
cause of the different amounts of EC/DMC used in each electrolyte,
it is clear that the large irreversible capacity in the PC/EC/DMC
electrolyte is caused by PC reduction, with a minor contribution
from EC decomposition. Therefore, the remaining experiments were
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Figure 1. Initial charge-discharge profiles for bare KS10 graphitc in
PC/EC/DMC (ratio of 1:1:3) and EC/DMC (ratio of 1:1) electrolytes (C/8
charge-discharge rate).

all carried out in 1 M LiPF¢/PC/EC/DMC electrolyte to investigate
the effect of microencapsulating graphite particles with Ni-compos-
ite on the initial irreversible capacity arising from both PC and EC.

Initial charge-discharge behavior of Ni-composite KS10.—The
galvanostatic first discharge—chargc cycles for bare and Ni-composite
KS10 were carried out using a current of 0.5 mA (rate of C/8) with
the cutoff potential range set between 0.005 and 2'V vs. Li/Li*. Note
that the capacity was based on the total weight of the negative elec-
trode. Figure 2a and b illustrate the first cycle discharge-charge
curves for bare KS10 and KS10 containing different amounts of Ni
composite. Three discontinuities, denoted by points A, B, and C in
Fig. 2a, are observed in the intercalation profile for bare KS10 at
0.71,0.56, and 0.2 V vs. Li/Li*, respectively. The curves above and -
below these points exhibit dlﬁ”erent slopes, which indicates that dif-
ferent electrochemical reactions are taking place within these poten-
tial ranges. According to Winter’s classification, 6 the region AB be-
tween 0.56 and 0.71 V vs. LV/Li* corrcsponds to electrolyte decom-
posmon/SEI film formation, the region BC between 0.2 and 0.56 V
vs. Li/Li* is mamly related to solvated lithium intercalation and re-
duction, and the region CD below 0.2 V vs. Li/Li* is associated with
lithium-graphite intercalation compound (Li-GIC) formation. The
capacities arising from electrolyte decomposition and solvated lithi-
um intercalation are irreversible and cannot be recovered during sub-
sequent cycles. For bare KS10, about 35 mAh/g of initial intercala-
tion capacity is produced in region AB, while 338 mAh/g of capaci-
ty is produced in region BC, reflecting that 4.7 and 45.6% of the total
intercalation capacity of 740.4 mAh/g are consumed by SEI film for-
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mation and solvated lithium intercalation, respectively. Clearly, in
this case, the main irreversible capacity arises from solvated lithium
intercalation inside the graphene layers rather than electrolyte
decomposition on the external surface. In fact, the huge solvated lithi-
um intercalation capacity produced in KS10 may be due to the large
edge surface arca of KS10.° When 3 or 5 wt % Ni composite is
deposited on KS10, the plateau observed between 0.2 and 0.56 V vs.
Li/Li* of the first intercalation curve is decreased dramatically, but
can still be observed in Fig. 2a. However, Fig. 2b shows that after
8 wt % Ni-composite is deposited on KS10, the plateau totally disap-
pears on the first intercalation curve, with essentially the same behav-
ior exhibited by the 10 and 25 wt % Ni-composites. These results
reveal that microencapsulation of Ni composite on graphite is favor-
able for reducing the solvated lithium intercalation inside graphite.
This is shown very clearly in Fig. 3, which displays the initial inter-
calation capacity (C,,) and initial discharge-charge coulomb effi-
ciencies, both as functions of the Ni-composite content.

With a 3 wt % Ni-composite coating on KS10, the initial inter-
calation capacity of KS10 substantially decreases from 740.4 to
494.6 mAh/g and the initial intercalation-charge coulomb efficiency
increases from 38.8 to 61.3%. These marked improvements result
from the decreased solvated lithium intercalation as shown in Fig. 2.
When the Ni-composite coating increases from 3 to 10 wt %, more
of the solvated lithium intercalation reaction is suppressed and hence
the initial intercalation capacity continues decreasing while the ini-
tial discharge-charge efficiency continues increasing. However, after
a 10 wt % Ni-composite coating is deposited, the initial charge-dis-
charge efficiency curves level off, while the initial intercalation
capacity continues to decrease. The leveling off of the coulomb effi-
ciency indicates that a 10 wt % Ni-composite coating is sufficient to
cover the graphite surface and suppress the solvated lithium interca-
lation. In contrast, the continuously decreasing initial intercalation
capacity indicates a decrease in the amount of useful material for
reversible Li intercalation in the Ni-composite KS10 graphite. Thus,
the optimum coating is obtained with the 10 wt % Ni-composite
coating on KS10 graphite, which exhibits a maximum discharge-
charge coulomb cfficiency of about 76% with a corresponding inter-
calation capacity of 410 mAh/g.

To further investigate the effect of Ni composite on the irreversible
capacity of different graphites, two other types of graphite with dif-
ferent particle sizes and shapes were each coated with a 10 wt % Ni
composite. The particle sizes of the G1 and SFG7S5 graphites are 1 and
75 wm, respectively. The G1 graphite particles are also round, where-
as the SFG75 graphite particles are flat and flaky.® The initial charge-
discharge profiles of the 10 wt % Ni-composite G1 and SFG75 are
depicted in Fig. 4a and b, respectively. Both the bare G1 and SFG75
exhibit platcaus between 0.22 and 0.62 V vs. Li/Li*, which were
shown previously to be associated with solvated lithium intercalation.
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Figure 3. Initial intercalation capacities and charge-discharge coulomb effi-
ciencies extracted from Fig. 2 as a function of the Ni-composite content of
the KS10 graphite.

Since there are more edge surfaces in G1 than in SFG75,8 the irre-
versible capacity corresponding to the plateau region between 0.22
and 0.62 V vs. Li/Li* in the G1 graphite is larger than that in the
SFG75 graphite. However, these plateau regions are clearly depressed
when G1 and SFG75 graphite are microencapsulated with Ni com-
posite, and as expected, lowering the irreversible capacity associated
with solvated lithium intercalation also gives rise to the improved dis-
charge-charge coulomb efficiency. The initial charge-discharge
coulomb efficiencies for bare G1 and SFG7S are 35 and 59%, respec-
tively, while the efficiencies for Ni-composite G1 and SFG75 are
increased to 59 and 84%, respectively. Therefore, even for three dif-
ferent types of graphite, a Ni-composite coating significantly reduces
or suppresses the initial irreversible reactions, which greatly improves
the initial discharge-charge performance compared to the bare graph-
ite precursors.

Note that a small plateau appears at 1.5V vs. LVLi* in Fig. 2, 3,
and 4 for all Ni-composite coated graphites. This plateau is located
in the potential region corresponding to water reduction. Since
microencapsulation of the graphite with Ni-composite was carried
out in an aqueous solution, the coated graphite possibly contains a
trace amount of water that cannot be removed by moderate heating.
The reduction of trace water during the first intercalation process has
been confirmed by Christie and Vincent.2! Their results show that
the reduction of trace water occurs at 1.44 V vs. Li/Li*, which is
close to the plateaus observed in Fig. 2a and Fig. 4. The water reduc-
tion was also observed by Dautzenberg et al.?? and Pletcher et al.?*

Cyclic voltammograms.—To further illustrate how the Ni-com-
posite coating affects graphite performance, cyclic voltammetry was
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Figure 4. Initial charge-discharge profiles for (a, top) barc G1 graphite and
Ni-composite G1 graphite and (b, bottom) bare SFG75 graphite and Ni-com-
posite SFG75 graphite (C/8 charge-discharge rate).
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performed on bare and Ni composite KS10 with the same samples as
in Fig. 2. Figure 5a shows the CVs for the first cycle which were ob-
tained using a scan rate of 0.05 mV/s with the cutoff potentials set
between 0.005 and 1.5 V. In Fig. 5a, two reduction peaks for the bare
KS10 are observed in the cathodic curve at 0.2-0.6 V and at 0.6-
0.9 V vs. LULi*. These peaks do not appear in the anodic curve, in-
dicating that irreversible reactions are taking place in these two po-
tential ranges. They are also in the same potential ranges as the
plateaus in Fig. 2, confirming that the irreversible reactions occur
during the initial intercalation process. The intercalation capacities
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Figure 5. Cyclic voltammograms for bare KS10 graphitc and KS10 graphite

coated with different amounts of Ni composite in 1 M LiPFg/PC/EC/DMC
electrolyte (0.05 mV/s scan rate).

of bare KS10 corresponding to these two peaks are 309.8 and
36.9 mAh/g, respectively. These values are comparable to the values
obtained in Fig. 2 for bare KS10. In other words, the intercalation
capacity associated mainly with solvated lithium intercalation is 8.4
times larger than the intercalation capacity corresponding to the irre-
versible reactions occurring on the external surface. Moreover, bare
KS10 clearly fails in inhibiting the solvated lithium intercalation.
However, with a 3 wt % Ni-composite coating on KS10, the peak
between 0.2 and 0.6 V vs. Li/Li* (Fig. 5b) decreases dramatically.
When increasing the Ni-composite content even further from 3 to
8 wt %, this peak gradually disappears and does not return even for
Ni-composite contents up to 25 wt % (Fig. 5c). These results again
suggest that around a 10 wt % Ni-composite coating is sufficient to
suppress the solvated lithium intercalation reaction. The capacities
corresponding to these potential ranges are summarized in Table L.
Comparing the bare KS10 with the 3 wt% Ni-composite KS10
shows that the capacity associated with solvated lithium intercala-
tion decreases from 309.8 to 144.2 mAb/g; this corresponds to
recovering or saving 53.4% of the lost capacity. This trend of recov-
ering more of the lost capacity continues with increasing Ni-com-
posite content, up to recoveries slightly higher than 85%.

One point that must be mentioned is that there was no gas evolu-
tion in the T-cells using 10 wt% Ni-composite KS10 or 10 wt % Ni-
composite SFG75, while there was always gas evolution in the T-
cells using bare KS10 or bare SFG75. Since gas evolution is mainly
caused by electrolyte reduction, especially solvent reduction, the
absence of gas evolution is a strong indication that the irreversible
reactions, especially solvent reduction, are suppressed by Ni-com-
posite microencapsulation. Therefore, a Ni-composite coating on
graphite has the potential to even improve the safety of a Li-ion cell.
The question that remains to be answered is, what is the mechanism
associated with the Ni-composite coating that reduces irreversible
capacity and improves both performance and safety? To address this
issue, the bare and Ni-composite KS10 were physically character-
ized using SEM imaging and BET surface area analysis to develop a
cause and effect relationship.

SEM images and BET surface areas.—Figure 6 shows the SEM
images of KS10 graphite before (Fig. 6a) and after encapsulation
with Ni composite (Fig. 6b). The bright spots in Fig. 6b were iden-
tified as containing Ni composite using energy-dispersive X-ray
analysis (EDAX). This image shows very clearly that the Ni com-
posite is evenly distributed over the surface of KS10, and that the
sizes of the Ni-composite particles are on the order of nanometers or
tens of nanometers. It is clear that the nanometer-sized Ni-compos-
ite particles appear to decrease the exposed surface of the graphite
particles by depositing within the surface depressions. The specific
surface areas of the bare and 10 wt % Ni-composite KS10, G1, and
SFG75 are given in Table II (note that they are reported in terms of
the net mass of graphite in the material to examine how the Ni-com-
posite coating decreases the surface area relative to the bare graph-
ite). A 5 wt % Ni-composite coating on KS10 causes the surface area
to decrease from 14.5 to 12.4 m?/g, and it continues to decreasc
slightly upon increasing the Ni-composite content. These results cor-
roborate very well with the SEM findings. Coating G1 and SFG75

Table I. Capacities obtained from Fig. 5 in the potential range
between 0.2 and 0.6 V vs. Li*/Li.

Capacity Capacity
Sample (mAh/g) saved (%)
Bare KS10 309.8 0

3 wt % Ni-compositc-coated KS10 144.2 53.4
5 wt % Ni-composite-coated KS10 108.9 64.8
8 wt % Ni-composite-coated KS10 543 825
10 wt % Ni-composite-coated KS10 54.5 824
25 wt % Ni-composite-coated KS10 428 86.1
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with Ni composite also causes a decrease in the surface areas of the
bare G1 and SFG75.

(b)

Figure 6. SEM images of (a) barc KS10 graphitc and (b) 10 wt % Ni-com-
posite KS10 graphite.

To identify how the Ni-composite coating improves the first dis-
charge-charge behavior, the initial irreversible capacity was ana-
Iyzed with respect to the surface area. The initial irreversible capac-
ity C,;; was calculated by subtracting the first intercalation capacity
from the first deintercalation capacity. The relative values of the ini-
tial irreversible capacity C;,/C;, as a function of the surface are pre-
sented in Table II. The KS 10 values of C;/C;,, decreased from 1.6
t0 0.3 with a decrease of the surface area from 14.5 to 11.9 m%g. The
same trend was observed for G1 and SFG75.

In order to identify other factors which may contribute to the oc-
currence of the irreversible capacity, the irreversible capacity was nor-
malized with surface area (C;;/SA) and is presented in Table II. If the
irreversible capacity depends on surface area only, the normalized
value C;/SA should be a constant value for each type of graphite
before and after encapsulation with Ni composite. As shown in
Table 11, the values of C,/S4 change from 31.2 to 7.1 mAW/m? for
KS10, from 44.4 to 23.6 mAW/m? for Gl, and from 65.2 to
20.3 mAh/m? for SFG75. Clearly there is a large variation in C;./SA
for each type of graphite. Also, the Cj;/SA values decreased by
increasing the amount of Ni composite. The results indicate that other
factors beside the surface area contribute to the decreased irreversible
capacity. Since the Ni-composite coating consisted of 10-15 nm parti-
cles that are larger than the graphene layer space of 0.3354 nm,S one
cannot expect insertion of nickel composite in the layer to narrow
down the layer space. In addition, the graphite particle size is essen-
tially the same before and after encapsulation because of a small thick-
ness of the Ni composite coating, approximately 3.4 nm (calculated).
Therefore, there is no change in the graphite structure or particle size
that may contribute to the variation of the irreversible capacity.

The results can be explained, however, by taking into account the
fact that the solvated lithium intercalation takes place mainly on the
edge surfaces of graphite rather than on the basal planes of graphite.
Thus, the decreased irreversible capacity with increasing Ni-com-
posite content suggests that the Ni-composite particles may be de-
posited on the edge surfaces of the graphite. This reduces the edge
surfaces exposed to the electrolyte and may make the surface less
permeable to the rather large solvated lithium ion. The net effect is '
to suppress solvated lithium intercalation at the edge sites and sub-
sequent reduction of the solvent within the graphene layers, which
substantially decreases the first cycle irreversible capacity as shown
in Table IL. Also increasing the amount of Ni composite covering the
graphite surface narrows further the interstitial space between the
nickel composite particles, which further decreases the solvated
lithium intercalation and reduction in graphite.

Cycling behavior—Bare and 10 wt % Ni-composite KS10 were
galvanostatically cycled at C/8, C/4, C/2.5, and C/8, rates for 20, 10,
10, and 20 cycles, respectively. The cycling performance is present-
ed in Fig. 7 in terms of the deintercalation capacity. The deintercala-
tion capacities of the Ni-composite KS10 and bare KS10 both
decrease with increasing deintercalation rate. However, at the same
rate the deintercalation capacities of the Ni-composite KS10 are
generally 30-40 mAh/g higher than those of the bare KS10. Again,
this improved cycling ability is most likely due to Ni-composite sup-
pressing PC solvent intercalation into and subsequent solvent reduc-
tion within the graphite, which often leads to destruction of the
graphene layers by exfoliation. The increased deintercalation capac-
ity associated with the Ni-composite KS10 may also result from cn-
hanced kinetics, since Ni-composite graphite exhibits an improved
conductivity. Based on an impedance study, Part II of this rescarch
illustrates these features.?!

Conclusions

Three types of graphite were microencapsulated with Ni-com-
posite nanoparticles by a novel encapsulation deposition technique.
These Ni-composite graphites were investigated as the negative elec-
trode in a Li-ion cell with PC-based electrolyte. They showed a
marked improvement in discharge-charge performance, coulomb
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Table IL. BET surface areas and the initial irreversible capacities of bare and Ni-composite graphites.*

Type of graphite BET surface area (m%/g) Cit/Cine Ci/SA (mAW/mM?)
Bare KS10 (10 pm) 14.5 1.6 31.2
5 wt % Ni-composite-coated KS10 124 0.6 14.8
10 wt % Ni-composite-coated KS10 12.3 03 8.2
25 wt % Ni-composite-coated KS10 1.9 0.3 7.1
Bare G1 (1 pm) 11.2 1.8 444
10 wt % Ni-composite-coated G1 9.2 0.7 23.6
Bare SFG75 (75 pm) 33 0.7 653
10 wt % Ni-composite-coated SFG75 3.1 0.2 203

2 The BET surface area is based on the mass of graphite only.

efficiency, and cycling behavior compared to the bare graphite pre-
cursors. For example, a 10 wt % Ni-composite coating on SFG75
graphite incrcased the initial discharge-charge coulomb efficiency
from 59 to 84% and the reversible deintercalation charge capacity by
30-40 mAh/g. The Ni-composite coating consisted of nanosized par-
ticles distributed over the surface of the graphite particle, which
effectively filled in some of the surface depressions and thus blocked
some of the edge surfaces exposed to the electrolyte. This minimized
solvated lithium intercalation at these edge sites, which subsequent-
ly minimized PC reduction within and exfoliation of the graphene
layers, it also minimized gas evolution from the cell during cycling.
In conclusion, a Ni-composite graphite negative electrode, made
from a novel microencapsulation technique, has the potential to sig-
nificantly improve both the performance and safety of the Li-ion ccll
relative to that of the bare graphite precursor.
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Figure 7. Cycling behavior of barc KS10 graphite and 10 wt % Ni-compos-
ite KS10 graphite at various charge-discharge rates.
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Ni-Composit?e Microencapsulated Graphite as the Negative Electrode in
Lithium-Ion Batteries
IL. Electrochemical Impedance and Self-Discharge Studies

P. Yu,* J. A. Ritter,** R. E. White,*** and B. N. Popov**~

Center for Electrochemical Engineering, Department of Chemical Engineering, University of South Carolina, Columbia,
South Carolina 29208, USA

Electrochemical impedance and self-discharge studies were carried out to investigate lithium intercalation into bare and Ni-coated
KS10 graphite. Values of the charge-transfer resistances, exchange current densities, surface film resistances, and lithium-ion dif-
fusion coefficients as functions of the state of charge (SOC) all favored the 10 wt % Ni composite KS10 graphite over bare KS10
graphite when these materials were used as the negative electrode in a Li-ion cell with mixed organic electrolyte. The charge-trans-
fer resistances were always lower and gave rise to between 26 and 27% larger exchange current densities, which increased from
137 to 614 mA/g as the SOC increased. The surface film resistances for Ni composite KS10 were between 0.02 and 0.05 2 g,
stightly smaller than those of 0.03 to 0.08 Q g for bare KS10, and both surface film resistances decreased with increasing SOC.
The lithium-ion diffusion coefficients were always slightly larger, ranging between 1.09 X 1079 and 6.7 X 1079 cm¥s. Results
from the self-discharge study also favored the 10 wt % Ni composite KS10, which exhibited less capacity loss over a 10 day peri-

2081

od compared to bare KS10.

© 2000 The Electrochemical Society. S0013-4651(99)09-057-6. All rights reserved.

Manuscript submitted September 16, 1999; revised manuscript received February 1, 2000.

A considerable amount of research has been carried out to devel-
op carbonaceous materials for the lithium-ion battery that have a
high reversible capacity and to investigate the structural changes that
take place during lithium intercalation into these carbonaccous
materials. However, relatively few studies have focused on kinetic
aspects, such as determination of the electrochemical exchange cur-
rent density and the lithium-ion diffusion coefficient, despite their
importance in battery charge/discharge characteristics.>” The ex-
change current density characterizes the electrocatalytic activity of
the electrode, which controls the kinetics of the charge-transfer reac-
tion occurring at the electrode/electrolyte interface. In contrast, the
lithium-ion diffusion coefficient determines the charge/discharge
performance, particularly at high charge/discharge rates, becausc the
diffusion of lithium-ions into and out of the carbon structure are the
rate-determining steps during charge and discharge, in most cases.®
Clearly, the determination of these kinetic parameters is essential for
predicting and optimizing the performance of new carbonaceous ma-
terials being developed for use in the lithium-ion battery.

Part I of this work® reported on the development of a novel clec-
troless deposition procedure for making Ni composite graphite mate-
rials for use as the anode (negative electrode) in the lithium-ion bat-
tery. These materials significantly suppressed solvated lithium in-
tercalation into the graphite in propylenc carbonate (PC)-based elec-
trolyte, decreased the irreversible capacity in the first cycle, and ex-
hibited 30~40 mAN/g higher discharge capacities (delithiation) com-
pared to bare graphite at the same rate. However, as mentioned above,
a superior anode material must also exhibit good kinetics. Therefore,
the objective of Part II of this work is to report on the kinetic effects
due to the presence of a Ni composite coating on graphite. To reveal
these cffects, electrochemical charge-transfer resistances, exchange
current densities, surface film resistances, and lithium-ion diffusion
coefficients are determined for the 10 wt % Ni composite KS10
graphite developed in Part I and also for the bare KS10 graphite pre-
cusor. The sclf-discharge behavior of these two materials is also
investigated to determinc the role of the Ni composite coating.

Experimental

The microencapsulation of the graphite KS10 (10 pm, Timcal)
with Ni composite was carricd out between 85 and 90°C in a plating

* Electrochemical Society Student Member.
** Electrochemical Society Active Member.
*** Electrochemical Society Fellow.
z E-mail: popov@engr.sc.edu

bath containing sodium hypophosphite as a reducing agent. The
nickel composite coating consisted of nanosized particles distributed
over the surface of the graphite particle.’ The thickness of the Ni
composite coating was calculated to be approximately 3.4 nm.?
Therefore, there was no marked change in the graphite structure or
the particle size of KS10 (10 wm) after microencapsulation. Howev-
er, the Brunauer-Emmett-Teller (BET) surface area of the 10 wt %
Ni composite KS10 decreased slightly from 14.5 m?/g (estimated for
bare KS10) to 12.3 m%/g. In this work, 10 wt % Ni composite KS10
and bare KS10 graphites were electrochemically characterized to
obtain various kinetic parameters.

The electrochemical characterizations of these materials were car-
ried out using a Swagelok three-electrode T-cell. A typical graphite
negative electrode was prepared by mixing graphite powder with 6 wt
% poly(vinylidene fluoride) (PVDF, Aldrich) powder and 1-methyl-
2-pyrrolidinone solvent. The resulting slurry was spread onto a stain-

less steel current collector and dried under vacuum at 150°C for 12 h.

The pellet was approximately 95 pwm in thickness, 1.26 cm in diam-
eter, and contained about 9 mg of material. Because Markovsky
et al.'9 showed that both the kinetics and impedance of the compos-
ite clectrode were affected by the amount of binder, particle size and
orientation, and electrode thickness, the kinetic behavior of bare and
Ni composite KS10 was studied using electrode pellets prepared with
approximately the same thickness, weight, and amount of binder.
Taking into account that the properties of KS10 graphite particles are
similar to those of KS6 (6 pm), which was found to be highly ori-
ented, !¢ the above preparation procedure yields a horizontal orienta-
tion of the particles with their basal planes parallel to the current col-
lector. This horizontal orientation of the KS10 particles was ob-
served in scanning electron microscopy (SEM) images.’

The counter and reference electrodes were made from lithium
foil (99.9%, Aldrich), and a sheet of Whatman glass fiber membrane
(Baxter Diagnostics Co.) was used as a scparator. The electrolyte
consisted of 1 M LiPFg in a 1:1:3 mixture of propylene carbonate/
cthylene carbonate/dimethyl carbonate (PC, EC, DMC) with less
than 15 ppm H,0 and 80 ppm HF from (EM Inc.).

Electrochemical impedance spectroscopy (EIS) was carried out
at different states of charge at room temperature. Before the EIS
experiments were performed, each T-cell was initially charged and
discharged between 0.005 and 1.0V vs. Li*/Li for three cycles using
a constant current density of 0.5 mA/cm? to stabilize the system and
to avoid the influence of any irreversible phenomena occurring dur-
ing the first cycle. The electrochemical impedance data were gener-
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ated in the frequency range of 100 kHz to 0.005 Hz with a low ac
voltage amplitude of 5 mV to minimize perturbation of the s/.tem.
Self-discharge behavior was examined using the following uroce-
dure. Each T-cell was first cycled three times, then charged at C/8
rate to 0.005 V vs. Li*/Li, held under open-circuit conditioss for a
period of time, and finally discharged at the same rate (C/3) to 2V
vs. Lit/Li. The discharge capacity after storage was measared, and
the percent retained was determined by the ratio of this discharge
capacity to the initial discharge capacity. All experiments were car-
ried out at 25°C using an EG&G PAR potentiostat/galvanostat model
273A and SI 1255 frequency response analyzer driven by the Corr-
Ware software system from Scribner Associates, Inc. Also, the elec-
trical conductivities of the materials were measured by pressing
about 0.7 g of powder into a pellet 0.8 cm in diameter and 6 mm
thick at 65,000 psi and then measuring the electric resistance of the
pellet using a digital multimeter.
Results and Discussion

Figures la and b display the Nyquist plots obtained from the EIS
experiments for bare KS10 and 10 wt % Ni composite KS10 at var-
jous states of charge (SOC), respectively. All of the spectra for both
materials exhibit at least one semicircle and most exhibit two semi-
circles, which are associated with nondiffusive impedance. The im-
pedance is explained in Fig. 2 in terms of a generalized equivalent
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Figure 1. Nyquist plots for (a) bare KS10 and (b) 10 wt % Ni composite

KS10 at various SOC.
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Figure 2. Equivalent circuit based on the impedance spectra in Fig. 1.

circuit. The first semicircle occurring in the high-frequency region is
a combination of R//C circuits in series and represents the migration
of Li ions through the passivation films.'® The surface species are
precipitated in a gradual reduction process at the active reductive
electrode surface. Thus, the passivation films have a multilayer
structure due to the variation of composition of the surface passivat-
ing species with distance from the active electrode material.!! The
R//C circuits in series are used to characterize this phenomenon with
the total resistance Ry and total capacitance Cy.!%!2 The second
semicircle in the medium-frequency region is attributed to an inter-
facial charge transfer of Li*/Li with a resistance R,y and double-
layer capacitance Cy. The capacitive component, denoted as a con-
stant-phase element (CPE), is introduced into the circuit to describe
the depressed nature of the semicircle. In addition, Rg accounts for
the ionic resistance of the electrolyte in the generalized electric cir-
cuit. It is interesting that for both materials the sizes of the semicir-
cles decrease with an increase in the SOC. This behavior is indica-
tive of a decrease in the nondiffusive impedance as more lithium
intercalates into the graphite.

The low-frequency spectra beyond the semicircles are attributed
to Li* diffusion impedance. The 45° slope in the initial parts of these
spectra corresponds to semi-infinite diffusion, which is denoted by
the Warburg impedance Z,, and included in the equivalent circuit in
series with the charge transfer. Spectra at the very low frequencies,
with slopes steeper than 45° and in some cases even approaching 90°
(vertical spectra), are associated with finite diffusion. The region
between the finite diffusion and semi-infinite diffusion regions, i.e.,
the transition region, has been used very effectively to obtain the dif-
fusion coefficient,'!*!2 as shown below.

The equivalent circuit depicted in Fig. 2 was regressed to the im-
pedance data using Solatron impedance software, Zview™ (Scribner
Associates, Inc.), to obtain the different resistances and capacitances
as a function of the SOC. The resulting surface film resistances Ry at
various SOCs are presented in Fig. 3 for both bare KS10 and for
10 wt % Ni composite KS10. For both materials, Ry decreases slight-
ly with increasing SOC. The values of Ry for bare KS10 range from
0.08t00.3 ) g, or from 11.2t0 42 £} cm?. The evaluation of the resis-
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Figure 3. Surface film resistance extracted from the data in Fig. 1 as a func-
tion of SOC for bare KS10 and 10 wt % Ni composite KS10.
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tance was based on the geometric surface area of 1.26 cm? or on the
pellet weight of 9 mg. The observed surface film resistances are com-
parable to those reported in the literature for lithium metal (7 to 49 £
cm?).!13 The Ry values evaluated for Ni composite KS10 varied
between 0.02 and 0.05 Q cm?. These values are consistently smaller
than those observed for bare KS10. These results indicate that the
presence of Ni composite particles on KS10 graphite reduces the sur-
face film resistance of bare KS10. The observed decrease in the sur-
face film resistance may arise from the enhanced ionic conductivity
of the surface film around grain boundaries due to the Ni composite
coating because nickel metal has a larger conductivity [1.44 X 105(Q
cm™ )] than graphite [7.34 X 10* (Q cm)™1].1

In addition, the Ni composite coating on KS10 signiﬁcantly sup-
presses solvated lithium intercalation and reduction.” Thus, a small-
er amount of electrolyte is reduced on the Ni composite KS10 result-
ing in a thinner surface film when compared to the bare graphite; this
leads to a lower surface film resistance.

The dependence of the charge-transfer resistance R, on SOC is
plotted in Fig. 4 for both bare KS10 and 10 wt % Ni composite
KS10. For both materials, R, decreases slightly with increasing
SOC, i.e., as more lithium-ions intercalate into the graphite. Howev-
er, R, for bare KS10 is consistently higher. For example, R for bare
KS10 ranged between 0.065 and 0.246 ) g, or between 9.4 and
35.7 kQ cm? based on a specific surface area (BET) of 14.5 m?/g for
bare KS10.9 These values are larger than those reported in the liter-
ature at relatively high SOC for a natural graphite.” R, valucs for the
10 wt % Ni composite KS10 were between 0.056 and 0.173 (1 g, or
between 6.8 and 21.3 k€2 cm? based on a BET surface arca of
12.3 m?/g for 10 wt % Ni composite KS10.?

These results indicate that the presence of a 10 wt % Ni compos-
ite coating on KS10 graphite reduces the charge-transfer resistance
compared to bare KS10 at all SOCs. The charge-transfer resistances
in Fig. 4 are also used to determine the exchange current density i,
which characterizes the electrocatalytic activity of the negative
electrode.

According to a linearized version of the Butler-Volmer equation
at low overpotentials,'s i, is determined from

RT

Rt Fig (1]
where T is the absolute temperature (298 K), R is the universal gas
constant, and F is Faraday’s constant. The corresponding exchange
current densitics for bare KS10 and 10 wt % Ni composite KS10 are
plotted as a function of the SOC in Fig. 5. Because of the inverse
relation between R, and i, the decreasing charge-transfer resistance
noted in Fig. 5 produces an increasing exchange current density with
increasing SOC; similarly, because Ry is larger for bare KS10, i is
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Figure 4. Charge-transfer resistance extracted from the data in Fig. 1 as a
function of SOC for barc KS10 and 10 wt % Ni composite KS10.

smaller. For example, i, ranges between 148 and 454 mA/g for 10 wt
9% Ni composite K510 and only between 104 and 391 mA/g for bare
KS10.

These consisteatly higher values of i, for the 10 wt % Ni com-
posite KS10 are consistent with R, depending strongly on the com-
position of the surface.'® These results also indicate that the electro-
catalytic activity of the KS10 graphite surface coated with Ni com-
posite is more favorable toward the Li*/Li charge-transfer reaction
than the bare KS10 graphite surface. The charge-transfer reaction
rate is also affected by and decreases with an increase in the electri-
cal resistance of the electrode material, which is about 14% higher
for bare KS10 (3.3 €) compared to 10 wt % Ni composite KS10
(2.9 Q). This result illustrates that the electrical conductivity and
thus the charge-transfer reaction rate both increase by coating KS10
graphite with 10 wt % Ni composite. This improvement is most like-
ly due to the higher conductivity of Ni metal compared to graphite,
as shown above. Due to the higher charge-transfer reaction rate asso-
ciated with the higher conductivity, a higher reversible capacity is
also manifest in the 10 wt % Ni composite KS10 during long-time
cycling, as illustrated in Part I of this series.?

The lithium-ion diffusion in graphite is a very important transport
step among a series of processes that take place sequentially during
charging.!7 For example, lithium-ions ({) must diffuse through the
electrolyte, (if) migrate through the SEI film, (iii) electrochemically
react via charge transfer on the surface, and (iv) diffuse through and
intercalate between the graphene layers within the graphite structure.
Therefore, it is critical to determine the lithium-ion diffusion coeffi-
cient with some degree of accuracy. Different techniques have been
explored for obtaining the lithium-ion diffusion coefficient; the ad-
vantages and disadvantages of each have been presented in the pre-
vious paper.!! Based on some previous work by the authors,!"1? the
slopes of the impedance spectra in the transition regions of the Ny-
quist plots (Fig. 1a and b) were analyzed with the assistance of the
following equations

N (1 - o
o Jofcoth[d + jy] — (1 = ¥}

172 2]

d(Zyn) _ (5385 + 8487 — 58 + $,8%)Ty — 2T3(S4S3 + $H5)
d(Zze) ($3Ss + S4Sg — 8185 + 5Ty — 2T5(S4Sy + 55.5))

B3]
Ty = (S4Ss — S58¢); Ty = (S§ + 8P Ts = (S84S5 + 5,55) [4]

S; = 8:Ss Sy =24 — S5 S =2 coth(¥) cot(¥) (1 — Se)
= 2485 + Sg [3]
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Figure 5. Exchange current density calculated as a function of SOC for bare
KS10 and 10 wt % Ni composite KS10.
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S, = 2 coth() cot(W) — S S5 = coth(y) — cot(h)  [6]

Sg = coth(l) + cot(d); S; = 2 — Sy;  Sg = cot(y)? + coth(y)? [7]

2
b= "%%— [8]

where Z(w) is the complex electrochemical impedance that includes
Omg/dI as the nondiffusion impedance (i.e., the charge-transfer resis-
tance and the surface film resistance) and (1 — j)o/y ofcoth(l + ) —
(1 — HP]"? as the diffusion impedance. o is the modified Warburg
prefactor, j is J=1, D is the lithium-ion diffusion coefficient in graph-
ite, w is the angular frequency, and Ry, is the particle radius (5 pm for
KS10). The resulting diffusion coefficients for bare KS10 and 10 wt
% Ni composite KS10 are presented in Fig. 6 as a function of SOC.

The lithium-ion diffusion cocfficients obtained for both bare
KS10 and 10 wt % Ni composite KS10 are comparable to each other
and vary similarly with SOC. In most cases, however, the lithium-
ion diffusion coefficient is slightly higher for the 10 wt % Ni com-
posite KS10 with values ranging from 1.3 X 107° to 7.1 X
1079 cm¥s, the corresponding values for bare KS10 range from
1.1 X 1079 to 6.7 X 1079 cm?s. These values are comparable to
those reported by Guyomard and Tarascon!® for petroleum coke
(1.0 X 1079 to 1.8 X 1078 cm?/s) using the potential intermittent
titration technique (PITT). These results show very clearly that the
10 wt % Ni composite coating on KS10 graphite does not hinder the
diffusion of lithium-ions into the graphite structure, and in most
cases it has a beneficial effect.

It is also interesting that for both materials the lithium-ion diffu-
sion coefficients exhibit minimum values at about 20% SOC. In
other words, at low SOCs the lithium-ion diffusion coefficient de-
creases with increasing SOC, which is in agreement with that report-
ed for other carbonaceous materials.!8-20 However, at SOCs above
20%, the lithium-ion diffusion coefficient begins to increase with
SOC. An increase in the lithium-ion diffusion coefficient at higher
SOCs has been reported by Funabiki ef al.” for a natural graphite and
by Julien?! for fluorographite CF) ;3. This phenomenon can be
attributed to the formation of different staged compounds, i.e., dif-
ferent graphite intercalation compounds (GICs), as the lithium-ion
insertion process continues.

The dependence of the lithium-ion diffusion coeflicient on the
staged structure of graphite can be ascribed” to differences in the in-
plane and out-of-plane Li-GICs, because stage 1 and stage 2 phases
(high SOC) are known to have an in-plane superstructure,? where-
as stage 2, stage 3, and stage 4 phases (medium SOC) do not.” As
expected, the transport of lithium ions in an in-plane structure is
much more rapid than in an out-of-plane structure. Moreover, it has
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Figure 6. Lithium-ion diffusion coeflicients extracted from the data in Fig. |
as a function of SOC for bare KS10 and 10 wt % Ni composite KS10.

also been shown?! that local strains are greatly reduced by the co-
insertion of fluorine and lithium-ions into the host graphite structure,
which is beneficial to the enhanced in-plane diftusion coefficients.
In addition, the graphene layer undergoes a large expansion in the
¢ axis direction during the formation of the stage 1 compounds (high
SOC). In contrast, much less expansion occurs during the formation
of stage 3 compounds (medium SOC).B This large expansion of the
graphene layer, corresponding to an enlarged layer spacing, most
likely gives rise to the increased lithium-ion diffusion coefficients at
high SOCs as the diffusion of lithium-ions takes place in the direc-
tion parallel to the graphene layer. These three features described
above most likely contribute to the increased lithium ion diffusion
coefficients observed for both bare KS10 and 10 wt % Ni composite
KS10 at higher SOCs.

In addition, the abrupt variation of the diffusion coefficient ex-
hibited at about 20% SOC for both bare KS10 and 10 wt % Ni com-
posite KS10 was previously observed by Funabiki et al.’?6 This sharp
change in the diffusion coefficient occurs in the region of the co-
existence of stage 4 and dilute stage 1 biphase.” The lithium kinetics
at the biphasic state are believed to be governed by the displacement
rate of the biphasic interface and not by the Fickian diffusion process.

Self-discharge processes normally take place during a highly
charged state of the electrode and are caused by the highly oxidizing
and reducing character of the electrode materials and the electrolyte,
respectively.!® Self-discharge is also mainly associated with the per-
formance of the negative electrode, although it can be associated
with the positive electrode, but to a much lesser extent.? Therefore,
self-discharge of a Li-ion cell is largely attributed to the loss of
capacity in the graphite electrode, in which reversible delithiation
takes place in conjugation with irreversible solvent reduction.?** In
other words, the self-discharge process can be indicative of the sta-
bility of the electrolyte solution toward the graphite electrode. It is
generally observed that Li-ion cells comprised of a negative elec-
trode/electrolyte system that produces a poor solid electrolyte inter-
phase (SEI) film on the electrode surface, often gives rise to the
highest rate of self-discharge or largest capacity loss.?

To investigate the stability of the SEI film formed on the surfaces
of both bare KS10 and 10 wt % Ni composite KS10, the self-dis-
charge behavior of these materials was tested by determining the dis-
charge capacity retained after different storage times. Figure 7 shows
the percentage of the discharge capacity retained for both materials
after storing them for 1, 3, and 10 days. After 1 day of storage, 2 to
3% of the capacity was lost, after 3 days of storage 5 to 6% of the
capacity was lost, and after 10 days of storage 8 to 10% of the capac-
ity was lost. However, in all cases, the higher lost capacity percent-
ages are associated with the bare KS10 graphite. In other words, the
capacity losses due to self-discharge are reduced by coating KS10

Obdare KS10
10 wt% Ni-composde KS10
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Charge capacity retained (%)
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84
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Figure 7. Self-discharge behavior of barc KS10 and 10 wt % Ni composite
KS10.
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graphite with 10 wt % Ni composite. This slightly lower self-dis-
large rate associated with the 10 wt % Ni composite KS10 may be
ataibuted to the formation of a more stable, but not more resistant,
SEI film (see Fig. 5).

Conclusions

Part I of this series reported on the development of a novel elec-
troless deposition technique for making Ni composite KS10
graphite. When investigated as the negative electrode in a Li-ion cell
with PC based electrolyte, a 10 wt % Ni composite KS10 graphite
exhibited a marked improvement in the charge-discharge perfor-
mance, coulombic efficiency and cycling behavior compared to the
bare precursor graphites. In the present study, i.e, Part II of this
series, electrochemical impedance and self-discharge studies were
carried out to investigate kinetic effects associated with coating
KS10 graphite with 10 wt % Ni composite. Charge-transfer resis-
tances, exchange current densities, surface film resistances, and
lithium-ion diffusion coefficients as functions of the SOC were ex-
tracted from impedance spectra obtained for bare KS10 and 10 wt %
Ni composite KS10. The charge-transfer resistances obtained for the
10 wt % Ni composite KS10 were always lower than those obtained
for the bare KS10, and gave rise to between 26 and 27% larger
exchange current densities for the 10 wt % Ni composite KSI10,
which increased from 137 to 614 mA/g as the SOC increased. This
result indicated that a 10 wt % Ni composite coating is favorable for
the lithium-ion charge-transfer reaction. The surface film resistances
for Ni composite KS10 were between 0.02 and 0.05 ) g, slightly
smaller than those of 0.03 to 0.08 £ g for bare KS10, and both sur-
face film resistances decreased with increasing SOC. This result sug-
gested that that the 10 wt % Ni composite coating on KS10 graphite
possibly enhanced the lithium-ion conduction in the surface film.
The lithium-ion diffusion coefficients extracted from the transition
diffusion region in the Nyquist plots were always slightly larger for
the 10 wt % Ni composite KS10 compared to the bare KS10, rang-
ing between 1.1 X 107%and 6.7 X 10~? cm%s, and 1.28 X 10~ and
7.1 X 1072 em?/s, respectively. These results show very clearly that
the 10 wt % Ni composite coating on KS10 graphite did not hinder
the diffusion of lithium ions into the graphite structure, and in most
cases it had a beneficial effect. Both materials also exhibited an
increase in the lithium-ion diffusion coefficient at higher SOCs; this
behavior was explained in terms of the formation of a graphite-inter-
calation compound Li-GIC in-plane superstructure, lower local
strains between the graphene layers, and larger expansion of the
graphene layers, as more lithium-ions intercalated into the graphite.
Results from a self-discharge study also favored the 10 wt % Ni
composite KS10, which exhibited less capacity loss over a 10 day
period compared to bare KS10. This result was attributed to the for-
mation of a more stable, but not more resistant, SEI film on the sur-
face of the KS10 coated with 10 wt % Ni composite.
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List of Symbols
Cy double-layer capacitance, uF
Cqy surface film capacitance, wF
D lithium ion diffusion coefficient in graphite, cm?¥/s
F Faraday's constant, 96,487 Clequiv
1 current, A
J imaginary number, J-1
R gas constant, 8.314 J/mol K
R, radius of spherical particle, cm
Ry charge-transfer resistance, {1 g
R, electrolyte ionic resistance, {1 g
Ry surface film resistance, { g
x Li C, stoichiometric parameter, mole
Zim imaginary impedance, () g

Zge real impedance, 1 g

Zy, Warburg impedance, {1 g

® angular frequency s~

T modified Warburg prefactor, (V/s'?

TR particle surface overpotential (r = R), V
v defined by Eq. 8

Ing/dl nondiffusion impedance, {1

References

1. H. Shi, J. Barker, M. Y. Saidi, and R. Koksbang, J. Electrochem. Soc., 143, 3466
(1996).
2. J.R. Dahn, R. Fong, and M. J. Spoon, Phys. Rev. B, 42, 6424 (1990).
3. R.Yazami and M. Deschamps, Bull. Electrochem., 12, 206 (1996).
4. T. D. Tran, J. H. Feikert, X. Song, and K. Kinoshita, J. Electrochem. Soc., 142,
3297 (1995).
5. S. R. Narayanan, D. H. Shen, and G. Halpert, J. Electrochem. Soc., 140, 1854
(1993).
6. J. Xuand G. C. Farrington, J. Electrochem. Soc., 142, 3303 (1995).
7. A. Funabiki, M. Inaba, and Z. Ogumi, J. Electrochem. Soc., 145, 172 (1998).
8. K. Kinoshita, Carbon Electrochemical and Physicochemical Properties, John
Wiley & Sons Inc., New York (1988).
9. P.Yu, J. A. Ritter, R. E. White, and B. N. Popov, J. Electrochem. Soc., 147, 1280
(2000).
10. B. Markovsky, M. D. Levi, and D. Aurbach, Electrochim. Acta, 43, 2287 (1998).
1. P.Yu, B. N. Popov, J. A. Ritter, and R. E. White, J. Electrochem. Soc., 146, 8
(1999).
12. B. Haran, B. N. Popov, and R. E. White, J. Power Sources, 15, 56, (1998).
13. K. Naoi, M. Mori, Y. Naruoka, W. M. Lamanna, and R. Atanasoski, J. Electrochem.
Soc., 146, 462 (1999).
14. Handbook of Chemistry and Physics, 52nd ed., R. C. Weast, Editor, The Chemical
Rubber Co., Cleveland, OH (1971).
15. A.J. Bard and L. R. Faulkner, Electrochemical Methods-Fundamentals and Appli-
cations, John Wiley & Sons Inc., New York (1980).
16. J. S. Newman, Electrochemical Systems, 2ud ed., Prentice Hall International.,
Englewood Cliffs, NJ (1991).
17. H. Kanoh, Q. Feng, Y. Miyai, and K. Ooi, J. Electrochem. Soc., 142, 702 (1995).
18. D. Guyomard and J. M. Tarascon, J. Electrochem. Soc., 139, 937 (1992).
19. N. Takami, A. Satoh, M. Hara, and T. Ohsaki, J. Electrochem. Soc., 142, 371
(1995).
20. T. Uchida, Y. Morikawa, H. Ikuta, and M. Wakihara, J. Electrochem. Soc., 143,
2606 (1996).
21. C. Julien and G. Nazr, Solid State Batteries: Materials Design and Optimization,
p- 392, Kluwer Academic Publishers, Boston, MA (1994).
22. M. S. Dresselhaus and G. Dressclhaus, Adv. Phys., 30, 139 (1981).
23. M. C. Smart, B. V. Ratnakumar, and S. Surampudi, J. Electrochem. Soc., 146, 486
(1999).
24. P. Arora, B. N. Popov, and R. E. White, J. Electrochem. Soc., 145, 807 (1998).
25. S. Shiraishi, K. Kanamura, and Z. Takehara, J. Electrochem. Soc.. 146, 1633
(1999).
26. N. Takami, A. Satoh, T. Ohsaki, and M. Kanda, J. Electrochem. Soc., 145, 478
(1998).




CARBON

PERGAMON

Carbon 38 (2000) 849-861

Carbonization and activation of sol—gel derived carbon xerogels

Chuan Lin, James A. Ritter™

Deparnment of Chemical Engineering, Swearingen Engineering Center. University of South Carolina, Columbia, SC 29208. USA
Received 15 March 1999; accepted 2 August 1999

Abstract

The effects of the carbonization temperature (in N,) and CO,-activation time (in 5% CO, in N,) on the pore structure of
carbon xerogels, derived from the sot—gel polymerization of resorcinol—formaldehyde resins, were studied in detail. As the
carbonization temperature increased, the number of micropores in the 0.6 nm range decreased, with essentially no effect on
the pores in the mesopore range. and the cumulative surface areas and pore volumes both decreased, but only marginally. As
the CO,-activation time increased. the number of micropores and mesopores both increased. where pores in the 0.6 nm range
eventually became pores in the 0.13 nm range. and the cumulative surface areas and pore volumes both increased
significantly. The skeletal densities also increased significantly. approaching that of graphite, with an increase in both the
carbonization temperature and CO,-activation time. but the nanoparticle size was largely unaftected. Weight loss was nearly
independent of the carbonization temperature at about 50%. but it was strongly dependent on the CO,-activation time with a

maximum weight loss of about 75%.  © 2000 Elsevier Science Lid. All rights reserved.

Keviwards: A, Carbon xerogels. Resins: B. Carbonization. Activation: D. Porosity

1. Introduction

Organic acrogels and xerogels. derived from the poly-
condensation of resorcinol with formaldehyde. have been
receiving considerable attention in the literature {1-9]
since their introduction by Pekala in 1989 [1]. The
increasing popularity of these organic materials is largely
due to their unique and controllable properties. which in
wrn are attributed to the reaction mechanism being akin o
the sol—gel process {1]. The sol-gel process is quickly
becoming one of the most promising material synthesis
techniques because it readily allows for control of the
texture, composition, homogeneity and structural prop-
erties of the resulting materials [10].

Organic acrogels, which are made by removing the
solvent from the gel structure by drying supercritically
with carbon dioxide, have been characterized extensively
in terms of their structural properties as an organic resin
[1.6-8.11.12]. Some of these organic resins have also been
carbonized or pyrolyzed in an inert atmosphere such as
nitrogen to produce a carbon acrogel, with uniquely
different propertics compared to the uncarbonized organic

#Corvesponding author, Tel.: + 1-803-777-3590: fax: + 1-803-
777-8205.

Fomail address: mter@cengrac.edu (LA Rider).

aerogels. In contrast. organic xerogels, which are made by
removing the solvent from the gel structure by drying
conventionally with nitrogen or air under normal con-
ditions. have not been characterized nearly as much as
their organic acrogel counterparts. This is also true for
carbonized organic xerogels, which produce so called
carbon xerogels.

In this study. the evolution of the pore structure of
carbon xerogels derived from resorcinol-formaldehyde
(R—F) resins is followed while carbonizing at increasingly
higher temperatures and activating with CO, for increas-
ingly longer times. The relatively new and very powerful
density function theory (DIFT) method is used, along with
more traditional characterization techniques, (o obtain pore
structural information. The effects of carbonization tem-
perature and CO,-activation time on the pore size dis-
wribution, particle morphology, cumulative surface area,
cumulative pore volume. skeletal density and thermogravi-
metric analysis are disclosed and discussed.

2. Experimental
The synthesis procedure for the carbon xcrogels was

similar to that reported elsewhere {491 A solution con-
taining 5 wt.% solids in 100 ml of solution was prepared.

000R-6223/7007% - ~ee front matter  © 2000 Elsevier Scienee Lid. All rights reserved
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in which the R—-F mole ratio was fixed at 1:2. Sodium
carbonate was used as the catalyst, and the R-C (re-
sorcinol—sodium carbonate) mole ratio was fixed at 50.
Based on previous work {9], the initial pH of the solution
was set at 6.0 using dilute HNO,. The solution was scaled
ir a flask and magnetically stirred for 30 min, followed by
1 week of curing in an oven at 85°C*3°C (no stirring).
After curing, the gel was washed with acctone for 3 days.
Fresh solvent was replaced daily after vacuum filtration.
Then the washed gel was dried under nitrogen in a tube-
furnace. Using a heating rate of 0.5°C min~ ', it was heated
to 65°C and held there for 5 h; it was then heated to 110°C
and held there for another S h. For the carbonization study,
the carbon xerogels were formed by pyrolysis of the dried
gels at the desired temperature for 3 h in N,. For the
CO,-activation study. the carbon xerogels werc formed by
pyrolysis of the dried gels at 1050°C for 1 h in N, then at
the same temperature for the desired time in N, containing
5 vol.% CO, and finally at the same temperature for
another 2 h in N,. In both cases the heating and cooling
rates were set at 5°C min "

The PSD. fGv). was calculated from the adsorption
integral equation

ARLNIN

Py =

fo)pPav) dw (h

“
ann

where n(P) is the experimentally measured adsorption
isotherm in terms of the specific moles of N, adsorbed at
77 K as a function of pressure P, and w o are the
widths of the smallest and largest pores in the material. and
p(Pavy is the local adsorption isotherm in terms of the
molar density of N, at 77 K and pressure P in a pore of
width w. By definition. f(w) = dV/dw, where V is the pore
volume. The experimental adsorption isotherm for each of
the carbon xerogels was measured using a Coulter Om-
nisorp 610 in the static fixed-dose mode. The samples were
dried in air at 420 K and then outgassed under vacuum for
several hours at 520 K until the pressure fell below
5%107¢ Torr. All of the powdery samples received an
intermediate helium purge to minimize fluidization during
evacuation. The first data point on the isotherm was
obtained at 5X 10" © Torr, with more than 200 data points
collected between this pressure and a relative pressure of
unity (i.c., P/P°=1.0). The dead space in the sample
chamber was calibrated with helium after each isotherm
was obtained.

The local adsorption isotherms were predicted  from
non-local DFT as described in detail elsewhere [13-17].
With the above experimental and theoretical adsorption
isotherms, the PSD for each carbon xcrogel was obtained
by solving Eq. (1) using a regularization technique that has
also been described in detail elsewhere [17-19]. The
cumulative pore volume (V) was estimated from  the
following equation

V= | fooa - @

- Wmin

and the cumulative surface area (S,) was estimated from
Eq. (3) by assuming a slit pore model for the carbon
xerogels.
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Transmission electron micrographs were obtained with a
Hitachi H-8000 transmission electron microscope (TEM),
and skeletal densities were measured using a Quantach-
rome Ultrapycnometer 1000. A Perkin-Elmer thermogravi-
metric analyzer (TGA-7) was used to follow the weight
loss of the carbon xerogels during carbonization and CO,-
activation. The conditions were the same as those used
within the tube furnace.

3. Results and discussion
3.1. Effect of carbonization temperature

The effect of the carbonization temperature on the pore
structure of the carbon xerogels is shown in Figs. 1-5. Fig.
1(A) displays the N, adsorption isotherms for the different
carbonization temperatures that ranged from 600 to
1200°C; Fig. 1(B) shows the corresponding PSDs. Note
that in both figures the data points (over 200 per isotherm
and PSD) have been removed for clarity. All of the
adsorption isotherms in Fig. 1(A) were similarly shaped
and typical of a material that contains both microporosity
and mesoporosity [20]. The rectangular shape at very low
relative pressures was indicative of the presence of mi-
croporosity and the very gradual increase in the amount
adsorbed over a wide range of relative pressures was
indicative of the presence of some mesoporosity. The
sharp increase in the amount adsorbed as the relative
pressure approached 1.0 was caused by condensation most
likely in the large mesopores within and between the
carbon xerogel particles. which were typically 15-20 am
in diameter as shown in Fig. 2. Although these adsorption
isotherms hardly differed from each other, except for a
slight decrease in the amount adsorbed with increasing
carbonization temperature, DFT analysis of the PSDs
revealed some interesting and subtle features.

According to TUPAC nomenclature [21], micropores are
less than 2 nm in diameter, mesopores are between 2 nm
and 50 nm in diameter, and macropores arc greater than 50
nm in diameter. Fig. 1(B) shows that in the micropore
region all of the samples exhibited a peak with a mean
pore width of about 0.6 nm. The height of this peak
decreased with an increase in the carbonization tempera-
wre, clearly indicating the loss of microporosity. Three of
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Fig. 1. Effect of the carbonization

temperature on: (A) the experimental nitrogen adsorption isotherms at 77 K in terms of the volume of

liquid nitrogen adsorbed per gram of adsorbent: and (B) the corresponding PSDs from DFT for the carbon xerogels.

the samples also exhibited a peak between pore widths of 1
and 2 nm. This peak was relatively small at 600°C,
disappeared at 750 and 900°C, and reappeared at 1050 and
1200°C with a slight shift toward smaller pore sizes,
indicating the destruction and creation of microporosity
with increasing carbonization temperature. In the mesopore
region, a broad but small peak appeared with a mean pore
width of around 20 nm; however, this peak did not change
much with the carbonization temperature. The cumulative
pore volumes shown in Fig. 3(AB). in terms of the

absolute volumes and percentages. exhibited very similar

trends, as expected from the adsorption isotherms and
PSDs shown in Fig. L.

The total pore volume, ranging from 1.4 1o 1.0 em’y
decrcased slightly with an increase in the carbonization

temperature. except for the one carbonized at 600°C, which
had the smallest pore volume compared to the other carbon
xerogels. However, this carbon xerogel had the largest
micropore volume. The cumulative pore volume corre-
sponding to pore widths of less than 0.7 nm was about
0.18 em® g~ ', which accounted for about 12% of the total
pore volume. As the carbonization temperature increased,
however, the volume of the pores in this size range
decreased to about 0.1 cm” g™ for the carbon xcrogel
carbonized at 1200°C. Then, for all of the carbon xerogels,
the cumulative pore volume corresponding to pore widths
ranging from 0.7 to 10 nm increased only very slightly,
indicating that few pores in this size range existed. Finally,
for all of the carbon xerogels, the cumulative pore volume
increased sharply at wround 10 nm and levelled off at
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Fig. 3. Effect of the carbonization temperature on the cumulative pore volumes of the carbon xerogels in terms of: (A) absolute volumes:

and (B) percentages.

around 25 nm. The pore volumes in this size range were
about 1.3 em” g ' and accounted for about 90% of the
total pore volume in these carbon xerogels. The cumulative
surface arcas shown in Fig. 4(A,B), in terms of absolute
values and percentages, revealed even more detailed
information about the variation in pore structure with the
carbonization temperature.

The total surface arca decreased from 850 10 600 m” g
as the carbonization temperature increased from 600 to
1200°C. Much of this surface arca was lost from the effect
of the carbonization temperature on the pores in the
micropore range (<2 nm). Pore widths of less than 0.7 nm
accounted for a significant portion of the total surface area.
ranging from about 60 to 75% in order of decreasing
carbonization temperature. The farger pores with widths

ranging from 10 to 25 nm accounted for only 20-30% of
the total surface area. Again, the cumulative surface area
did not change much over a broad range of porc widths
ranging from 1.5 to 10 nm, indicating that few pores
existed in this range. However, a slight increase in the
cumulative surface area was observed due to the pores
with widths ranging from 0.7 to 1.5 nm, which accounted
for about 5-10% of the total surface arca and was
consistent with the PSD results. It was also interesting that
10-15% of the pore volume in the micropore range
accounted for 70-80% of the surface arca. Clearly, the
effect of the carbonization temperature on the pore struc-
ture of these carbon xerogels was manifest through a loss
in the number of micropores in the (1.4-0.7 nm range. This
was also the case for the carbon xerogel carbonized al
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600°C. as seen from Fig. 2(A). An explanation for this
behavior was obtained from the skeletal densities and
TGAs shown in Fig. 5(A).

As the carbonization temperature increased, the skeletal
density also increased significantly up to 1050°C; it then
levelled off at 2.1 gem™*. which was just below the
theoretical density of graphite (2.25 gem® ") {22]. More-
over. the TGAs shown in Fig. 5(B). after exhibiting a 50%
weight loss essentially independent of the carbonization
temperature above 750°C, exhibited very little weight loss
between 750 and 1200°C. indicating that only structural
changes were taking place during carbonization in this
temperature range. This TGA coupled with the skeletal
densities suggested that the micropores were disappearing
due to densification of the carbon xerogels, most likely due

arcas of the carbon xerogels in terms of: (A) absolute volumes; and

to C—C bond formation at the expense of C-H bond
preakage. The micrographs in Fig. 2 indicated that this
densification process was very subtle because the carbon
xerogel particle size decreased only slightly when carbon-
ized at 1200°C compared to that at 600°C. The results also
suggested that the initial increase in the total pore volume
in going from the carbon xerogel carbonized at 600°C to
the one carbonized at 750°C {Fig. 3(A)] was most likely
caused by the removal of surface functional groups,
because the TGAs showed that this change was accom-
paniced by a weight loss of about 7%.

Similar effects of the carbonization temperature have
also been reported in the literature for the mesopore
structure of R=T carbon acrogels. Tamon ¢t al. {7] showed
that the mesopore volume decreased with an increase n
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the carbonization temperature, with litle effect on the peak
pore size. The same effects were observed here with the
R-F carbon xerogels. but in the micropore size range
instead of the mesopore size range.

3.2

Effect of CO,-activation time

The effect of the CO,-activation time on the pore
structure of the carbon xerogels is shown in Figs. 6-10.
Fig. 6(A) displays the N, adsorption isotherms for the
different extents of CO,-activation that ranged from no
activation to 3 h; Fig. 6(B) shows the corresponding PSDs.
Again, note that the data points (over 200 per isotherm and
PSID) have been removed for clarity. All of the adsorption
isotherms in Fig. 6(A) were similarly shaped and once
again typical of a material that contains both microporosity

and mesoporosity {21]. However, as the CO,-activation
time increased. very distinct changes occurred in both the
slope of the isotherm after the initial sharp rise at very low
relative pressures and the amount adsorbed. An increase in
the slope of the isotherm over a very broad relative
pressure range was indicative of the crcation of larger
pores with increasing CO,-activation time. The PSDs in
Fig. 6(B) show the sizes of the pores that were actually
created.

All of the samples exhibited a peak with a mean pore
width of about 0.6 nm, which increased with time up 0 2.5
h, and then decreased slightly after 3 h. All of the samples
also exhibited a peak with a mean pore width of about 1.3
nm. which increased consistently with time. Some peaks
with pore widths between 2 and 10 nm also appeared and
erew with time: however, the peak with a mean pore width
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Fig. 6. Effect of the CO,
nitrogen adsorbed per gram of adsorbent:

of around 20 nm changed little with time. These trends
show very clearly the creation and destruction of small
micropores in the 0.6 nm range with increased CO,-
activation time. some of which became large micropores in
the 1.3 nm range and small mesopores in the 3 nm range
with further burn-off of carbon. Morcover, the micrographs

in Fig. 7 show that these xerogels were composed of

carbon nanoparticles of the order 10-20 nm in diameter.
and thus the larger mesopores (20 nm range) were derived

from the voids between the carbon particles. the sizes of

which were not affected by the CO,-activation time. These
micrographs also indicated that the smaller mesopores (3
nm range) and all of the micropores were derived from
pores within the nanoparticles. the distributions of which

were  ercatly affected by the CO,-activation ume. as

activation time on the: (A) experimental nitrogen adsorption
and (B) the corresponding PSDs from DFT for the carbon xerogels.

isotherms at 77 K in terms of the volume of liquid

discussed above. The cumulative pore volumes shown in
Fig. 8(A,B), in terms of absolute values and percentages,
also show these marked effects of CO,-activation time.
In general, as the CO,-activation time increased. larger
pores were created, some in the micropore size range -2
am. some in the smaller mesopore size range 2—10 nm and
some even in the larger mesopore size range 10-20 nm.
These effects were reflected in the total pore volume
increasing significantly from 1.5 to 2.5 em’g " with an
increase in the CO,-activation time. For the unactivated
carbon xerogel. the micropores accounted for about 10%,
the smaller mesopores accounted for about 5%. and the
larger mesopores accounted for about 85% of the total pore
volume. In contrast, for the carbon xerogel CO,-activated
for 3 h. the micropores accounted for about 20%. the
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Fig. 7. TEM micrographs of the carbon xerogels CO,-activated for: (A) | he and (B) 3 h.
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smaller mesopores accounted for about 15% and the larger
mesopores accounted for about 65% of the total pore
volume. This large change in the micropore and smaller
mesopore volumes had a significant impact on the cumula-
tive surface areas.

The cumulative surface areas shown in Fig. 9(A.B). in
terms of absolute values and percentages, show that the
total surface area increased from 600 to 1600 m’ ¢ ' with
an increase in the CO,-uctivation time from 0 to 3 h. The
cumulative surface area corresponding to pore widths of
fess than 0.7 nm was about 450 m® g for the unactivated
carbon xerogel. 1t consistently increased with the CO,-
activation time to about 800 m* ¢ ' for the carbon xerogel
CO,-activated for 2.5 h. but then decreased to about 500
m” g ' for the carbon xerogel CO,-activated for 3 h. The

cumulative surface arca corresponding 1o pore widths

ranging from 0.7 to 10 nm. however. increased con-
sistently with the CO,-activation time with much of the
increase caused by an increasc in the number of larger
micropores. In contrast, the cumulative surface arca corre-
sponding to pore widths between 10 and 25 nm changed
litle with activation time. In terms of percentages, exclud-
ing the unactivated carbon xerogel, the cumulative surface
arca for pore widths of less than 0.7 nm decreased from
about 70 to 35% with an increase in the activation time.
However, the cumulative surface area for the pore widths
between 0.7 and 2 nm increased with an increase in the
activation time from about 20 to 45%. Except for the
carbon xerogel activated the longest, about 20% of the
surface arca was due to pore widths in the 20-30 nm
range, with little contribution coming from the 2-10 nm
pores. For the carbon xerogel activated the Tongest, a 10%
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contribution to the surface arca came from both pore size
ranges. These results also showed that in general 10-20%
of the pore volume contained within the micropores
accounted for 75-85% of the surface arca.

Clearly the effect of the CO,-activation time on the pore
structure of these carbon xerogels was much more pro-
nounced compared to the effect of carbonization tempera-
wre, and it was manifest through radical changes in both
the sizes and the quantities of micropores and small
mesopores. Fig. 10(A) shows that these changes were also
accompanied by a slight densification of the carbon
xerogels with an increase in the activation time up to very
near the theoretical density of graphite (2.25 g cm %) 122]
after 2 h of activation. Once again, however, the changes
occurred with hardly any change in the particle size of the

cumulative surface areas of the carbon xerogels in terms of: (A) absolute volumes: and (B)

carbon xerogels. as shown in Fig. 7. These results, along
with the TGA shown in Fig. 10(B), indicated that the
activation process, which essentially removed surface
functional groups and carbon, thereby creating more porcs
and surface area, took place mainly within the carbon
xerogel particles. The weight loss due to activation was
also significant, where 75% of the carbon xerogel was lost
after 3 h. It was interesting that this weight loss occurred
simultancously with densification, which suggested that
some of the loss in micropores that must have occurred
due to densification, as demonstrated in the carbonization
study, was overwhelmed by the cffect of the activation,
with the net effect being the creation of more of the larger
micropores and small mesopores. But remember that the
number of smaller micropores increased and then de-
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creased with an increase in the CO,-activation time. Some
of this decrease may have been due partly to densification.
similar to the effect of carbonization, and it may have also
been due partly to carbon burn-off where smalier pores
became larger pores.

The effect of activation on R-F carbon acrogels was
also briefly investigated by Pekala et al. [5]. They showed
a marked increase in the BET surface arca and total pore
volume for a CO,-activated carbon acrogel compared to an
unactivated one. Moreover, there was essentially no effect
of activation on the medium mesopores. Both of these
results are consistent with the trends observed here for the
effect of CO,-activation on the pore structurc of these
carbon xerogels. Once again, however, the carbon acrogels
were largely mesoporous materials, whereas the carbon
xerogels contained a large fraction of micropores.

4. Conclusions

The pore structure of carbon xerogels derived from
resorcinol—formaldehyde resins was modified significantly
during controlled, structure-altering experimentation with
the carbonization temperature and CO,-activation (imc.
Extensive characterization of these materials, based mostly
on pore size information obtained from nitrogen adsorption
isotherms coupled with density functional theory analysis
revealed some very interesting effects and trends. Increas-
ing the carbonization temperature caused a decrease in the
number of micropores in the 0.6 nm range, but it had litde
effect on the mesopore size distribution and thus mesopore
cumulative pore volumes and surface areas. In contrast,
increasing the CO,-activation timic caused an increase in
the number of both micropores and mesopores, where
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pores in Wz 6 A range eventually became pores in the 1.3
nm range, and the cumulative surface areas and pore
volumas both increased significantly, indicative of the
creation o more pores with further carbon burn-off. The
skeletal densities also increased significantly, approaching
that ‘of graphite, with an increase in both the carbonization
temperaiure  and  the CO,-activation time, but the
nanoparticle size was largely unaffected. These results
indicated that significant intraparticle restructuring
occurred that was mainly due to the removal of surface
functional groups and/or the elimination of smaller micro-
pores. Weight loss was nearly independent of the carboni-
zation temperature at about 50%, but it was strongly
dependent on the CO,-activation time with a maximum
loss of about 75%. Overall, this study is thought to lend
much insight into the development of unique synthetic
carbon materials having a controlled pore structure.
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Abstract

A procedure is developed whereby experimental changes in
capacity and mass can be correlated with the nonstoichiometry and point
defect structure of nickel hydroxide thin films. The capacity and mass of
the films are simultaneously monitored using an electrochemical quartz
crystal microbalance (EQCM). This information is used as input into the
point defect-containing structural model to track the changes that occur
during short term cycling. Pure nickel hydroxide films have been chosen
as the test material. The loss in capacity on cycling is explained based on
incomplete incorporation of potassium ions in (or near) the nickel vacancy
during charge, as additional protons are then allowed to occupy the vacant
lattice site. The model and methodology developed in this paper can be

used to correlate electrochemical signatures with material microstructure.




Introduction

Nickel hydroxide is the positive electrode in a number of battery systems, namely,
the Ni-Cd, Ni-MH and Ni-H; cells.! In addition, the material finds applications in
electrochromic devices for use as “smart windows”.>” The active material preparation
often involves precipitation of the hydroxide from a nitrate salt solution, either by
chemical or electrochemical techniques.* Depending on the preparation conditions, the
electrochemical signatures of the active material are known to vary.>® In addition,
variations in capacity and voltage are also seen on cyclir1g.7’9 All these variations have

been attributed to differences in the structures of these materials.’

Bode and coworkers described the reactions occurring in the solid active material
in terms of four phases, namely (i) an anhydrous phase termed B-Ni(OH),, (ii) a hydrated
phase termed a-Ni(OH),, and (iii) two oxidized phases, termed B-NiOOH or y-NiOOH.10
Oxidation of B-Ni(OH), resulted in the formation of $-NiOOH while oxidation of o-
Ni(OH), resulted in y-NiOOH. The B phase could convert to the y phase on overcharge,
taking the material to the a-y cycle, and the o phase could transform to the B phase in
concentrated alkali, returning the electrode to the B—f cycle. This reaction scheme can be

schematically represented as'




o.—Ni(OH),
Aging
B —Ni(OH),

charge

discharge

charge
discharge

vy - NiOOH
Overcharge
B —NiOOH

[1]

However, over the past decade, Raman spectroscopic studies on the active

material have indicated that the four electrochemically active materials are of the same

nonclose-packed crystal structure (... ABBCCA.... stacking), with the close-packed phase

(...ABAB... stacking) being electrochemically unstable,

11-15

with little change in the

Raman spectrum upon cycling and upon aging in hot concentrated alkali?® This was

represented in the form of a modified Bode diagram (see Cornilsen'®) as

Aging

o—Ni (OH);
lF ormation

charge

200-Ni(OH), _—_ " 3y-NiOOH
discharge ABBCCA

Aging Overcharge Stacking
charge
2B-Ni(OH), 3B - NiOOH
discharge A
(2]
Overcharge
. charge . ABAB
> [B—Ni(OH), i p - NiOOH Stacking

Since the 2a—3y and the 2p-3p cycles involve materials that are nonclose-packed, there

is no phase transition involved in going from one cycle to the other. On the other hand,

aging from the 2 to the f involves a structural change as the B material is close-packed.




Loyselle et al.'! used a point defect approach to describe the active material and
proposed that the difference between the two Barnard cycles’ (the two reactions
represented in the upper rectangle) was the level of nickel vacancies, Vi, not the crystal
structures. For example, the 20-3y cycle was observed to have 25% nickel defects (i.e.
25% nickel vacancies), while the 2p3-3p cycle has 11% nickel defects.!' These vacancies
may either be occupied by protons, by potassium ions, or left vacant. This approach was
used to explain some of the phenomena unique to the nickel electrode (e.g., existence of a
maximum oxidation state of 3.67)."° The modified Bode diagram, as defined relative to
Bode's 2 cycles, suggests a finite number of distinct reactions within the ... ABBCCA...
structure. In reality, this point defect approach argues that any reaction within this
...ABBCCA... structure is part of a continuum that depends on the concentrations of

protons, alkali cations, Ni vacancies, and oxygens present in the lattice.

In this paper, we demonstrate this continuum of reactions as shown in the modified
Bode diagram and with respect to the point-defect model. We also show how changes in
capacity and mass are related to changes in the point defect parameters, and which
parameter changes are consistent with experimental observations cited in the literature.
Finally, we correlate changes in mass and capacity during cycling to changes in the point
defect parameters. This detailed analysis of cycling provides insight into the microscopic
changes that occur in the active material as the as-deposited nickel hydroxide is subjected

to short-term cycling (i.e., nine cycles).




Experimental

Films of nickel hydroxide were deposited electrochemically on a 0.196 cm’ gold
substrate sputtered on a quartz crystal in a procedure described in detail elsewhere.'” '®
Prior to deposition, the crystals were immersed for a few seconds in a freshly prepared
3:1 mixture of concentrated sulfuric acid and hydrogen peroxide (Piranha reagent) and
then rinsed of reagents using deionized water (resistivity 18 MQ-cm). The films were
deposited at room temperature in a bath containing 1.8 M Ni(NO3) and 0.075 M NaNO;
in a solvent of 50 v/o ethanol using a cathodic current of 1.0 mA (5.1 mA/cm?). The
mass of the film was monitored using an EQCM (EG&G model QA-917), and the current
was switched off once the mass reached 67 pg. It was observed that deposition continued
as a result of the alkaline pH at the electrode surface. Once the mass change was
negligible, the deposition solution was quickly drained from the cell and the deposited
film was washed in deionized water. This procedure resulted in films of mass 69.1+0.01
pg. In order to determine the moles of Ni in a film, five films were stripped with 1.0 ml
of dilute nitric acid (pH=1.0) and further flushed with 3.0 ml of degassed, deionized
water. The resulting 4.0 ml of solution was injected into an ion-chromatograph
(DIONEX) and the moles of nickel were determined from the concentration and volume
of solution. Dividing the mass of the film by the moles of nickel gave an average
molecular weight for the five films of 121+6 grams of as-deposited material per mole of
nickel. Films cycled in 3% KOH for 25 cycles were found to have a similar nickel

content, indicating no loss of nickel on cycling.




For galvanostatic charge/discharge experiments, 3% KOH solution was placed in
the EQCM cell containing a nickel hydroxide film. The cell also contained a SCE
reference and a platinum counter electrode. An EG&G M273 potentiostat/galvanostat
was used to control the current, and the mass was monitored by the EQCM. Experiment

control and data acquisition were achieved using the M270 software.

Defect Model Development

The nickel hydroxide active material deposited using the cathodic precipitation
technique produces porous films!® with a considerable amount of electrolyte incorporated
in the pores.'® Therefore, the film can be considered as a collection of crystallites in a
porous matrix, as seen in the schematic shown in Figure 1. Based on the spectroscopic
evidence and chemical analyses, this material is seen to have considerable

nonstoichiometry and can be represented using point defect notation as'®t

[Ni,, (K), (n H),_, |0OH,, - X H,0 (3]

w

That is, a fraction, x, of the nickel lattice sites are vacant. The potassium ions occupy a
fraction y of these nickel vacancies and the remaining vacancies are occupied by n
protons. When there are no protons on the nickel vacancy (i.e., n=0) the empty Ni site
will be represented by the notation Vyi. In addition, there are two oxygen sites and two
interlamellar proton sites per Ni lattice site in the unit cell. The occupation of the proton
sites varies, depending on the state of charge of the material. For example, in the fully

discharged state there will be two interlamellar protons (z=0), and in the fully charged



material there will be only one interlamellar proton (z=1). Intermediate values of z
between 0 and 1 represent intermediate states of charge. In addition, water molecules can
be present either as interlamellar water or between the crystallites, and are represented by

Xw.

Equations 4 and 5 relate the film oxidation state (Ox) and molecular weight (M)

to the defect parameters defined in equation 3.

Ox:[(z"'z)_y—‘n(x_Y)} [4]

1-x

39.1y+n(x—y)+33+z+ X
1-x 1-x

M =58.69 +

During charging, the mechanisms that occur at the electrode/electrolyte interface are
sketched in Figure 1. Protons in the solid matrix diffuse to the surface of the crystallite
and combine with hydroxyl ions to form water. Simultaneously, a potassium ion may
intercalate into the crystallite and reside in or near the nickel vacancy.'’ During this
process, the oxidation state of nickel increases as an electron is ejected into the external
circuit. The reverse of this process occurs on discharge. Using the notation established
in cquation 3, these reaction sequences can be combined to give the following overall

reaction on a per nickel basis




X
l:Ni(K) vi (n,H), _,, }O , H, - ~—H,0+A,0H" +1,K"

(1-x,) 1-x, -x, I-x, ‘1

(6]
charge Xw
M I Ni(K) . (nH), ., [0, H, ——2-H,0+A,H,0+4,e
discharge a_—xz—) —K q - 1—X2
where,
,Ll:[m(x.—yl)—z_nxxz—yz)—s} -
(I-x) (1-x,)
[y, vy
Ay = - 8]
tld-x,) (1—x,)}
}MB:_nl(xl—Y1)_n2(xz‘Y2)_1 N Xy, B Xy, (9]
L (I-x)) (1-x,) 1-x, 1-x,
M:[3—y2—n2<x2—yz)_?-—y‘—nl(x.—yJ] (101
(1-x,;) (I-x;)

The subscripts i=1 and i=2 on x, y, n and Xy, represent the fully discharged and fully
charged states, respectively. Therefore, reaction 6 is written to represent the defect
structure of the two end-point materials upon discharge and charge (i.e., z=0 and z=1,
respectively). An equation analogous to equation 6 can be written for intermediate
oxidation states by including z as a variable. In this study, it is assumed that only data
that has undergone complete charge or discharge is analyzed, and therefore z will be
either 0 (completely discharged) or 1 (completely charged). However, because a shortage

of interlamellar protons has the same effect on the charged capacity and the mass change




as the addition of vacancy protons, a change in n can have the same effect as a change in

z. Distinguishing between these two types of protons is not possible in this work.

Reaction 6 can be used to represent specific reactions shown in the modified Bode
diagram. For example, the o to 3y reaction (termed “formation” in reaction 2) can be
obtained by substituting x;=x=y»=0.25, m= 2 and y;=0 into reaction 6.

The resulting equation is"

[Ni** (2H)gy; |07 g +20H” +0.33K

_Formation [NiW(K) ]o H.+2H0+1.67¢ L]
033 | VY267 133 2 0/ ¢

The superscripts on the Ni define the nickel oxidation state. When the material is
charged, one interlamellar proton per Ni site is removed for equation 3 (1.33 interlamellar
protons per Nin;, where Niy; are the nickel sites filled with nickel cations and equal to 1
in equation 11), and all the protons on the nickel vacancies are replaced by potassium
ions (i.e. , y2=x,). Since none of the nickel vacancies are occupied by protons, the value
of n, is irrelevant.

After the formation, the 20-3y reaction can be obtained by substituting

X1=x2=y,=0.25, n;= 0 and y;=0 as shown in eqn. 12.7

[Niz'67 (Vaidom :102.67H2.67 +1.330H" +0.33K"

harge [12]
T NPT (K |OpHisy +1.33 H,0 41 ¢

discharge

The discharge of the 3y material involves the incorporation of interlamellar protons, and
the release of potassium ions from the nickel vacancies. However, the discharged

material does not contain protons on the nickel vacancies as did the as-deposited material




(see the left-hand side of equation 11). Consequently, the oxidation state of the 2a

material is 2.67 rather than the 2.0 of the o material.

Similarly, the 2B-3p cycle is considered to exhibit a defect content of 0.11'* and
this reaction is obtained by substituting x;=x,=0.11, n;= 0, y;=y>=0 and n,=1 as shown in
eqn. 13. In contrast to the 2a-3y cycle, each vacancy in the 2B-3B cycle exchanges a

proton rather than a potassium ion.

[ Ni** (Vg )g1z |Oz25Hyas +OH

charge [13]
e—a_—[NinS (H)O.IZ}OZ.ZSHI.IZ +H,0 +1e”

discharge

However, it is important to keep in mind that reactions 11-13 are in reality three
examples of what is really a continuum of reactions, all of which are represented by

reaction 6.

While Kim et al.” also used the defect model developed by Loyselle et al'' to
analyze their data, they assumed that all variations in capacity occurred due to incomplete
removal of interlamellar protons on charge (i.e., z<l). They also assumed that the
discharged material contained one proton per nickel vacancy (i.e., ni=1, y1=0, x,=0.25),
and on charge this proton was replaced with a potassium ion (i.e., y2=x2=0.25). The
limitation of their assumptions is that changes in mass and capacity are linked through a
single parameter, z. In addition, this does not enable them to explain the large capacity
seen during the first charge (i.e., formation) since n; is equal to 1. Finally, using n,=1
with a defect content of 0.25 obtained from spectroscopic data,'’ the maximum oxidation

state for nickel is limited to 3.33, which is well below the reported value of 3.67.720%
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Effect of Defect Parameters on the Capacity of the Active Material

In this section, the capacity of the active material (i.e., the number of electrons
transferred) during successive charge/discharge cycles is calculated from equation 10 for
different values of the defect parameters x, y, and n. The results of these calculations are
compared with five experimental observations that are reported in the literature. The
comparison provides insight into which parameters are most likely to change as nickel
hydroxide films are cycled. The five observations are: (a) 1.67 electrons per nickel are
transferred in the first charge 22 (b) 1.0 electrons per nickel are transferred during the
subsequent discharge and charge;” (c) the charge and discharge capacity decreases with
cyclingg’ 2. (d) the total mass of the film increases with cycling,24 and (e) the mass of the

7. 2324 Although the last two

film increases on charge and decreases on discharge.
phenomena deal with mass and not capacity, these provide insight into how the defect

parameters may change on cycling.

Although one could study numerous combinations of the six defect parameters
(three each in the charged and discharged state), we present five scenarios, listed in Table
1, that provide insight into how the six parameters affect capacity. These scenarios also
reflect the theories postulated in the literature to explain the observed capacity and mass
change with cycling. The effect of varying some of the parameters within each scenario
is also discussed. Using the defect parameters listed in the table, the number of electrons
transferred as a function of cycle number are calculated from equation 10. For
illustrative purposes, the parameters that vary in a given scenario are assumed to change

linearly with cycle number. The number of electrons transferred per nickel vs cycle
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number for scenarios 1-3 are plotted in Figure 2 and that for scenarios 4 and 5 are plotted

in Figure 3.

Scenario 1 describes a 203y cycle (i.e., x = 0.25), where K" is inserted on charge
and progressively more of the potassium ions remain on the Ni vacancies during
discharge (i.e., y; increases from 0 to 0.25). Scenario 2 describes the conversion of the
material from the 203y to the 2B-3p cycle (i.e., x decreases from 0.25 to 0.11). For
illustrative purposes, the decrease in defect content is assumed to occur on the discharge
while on charge the defect content is unchanged. As the defect content of the film
decreases with cycling, so does the amount of potassium exchanged. On discharge, two
protons replace the potassium ions on the nickel vacancies (i.e., ni = 2). Scenario 3
describes a film converting from the 2B-3p to the 203y cycle (i.e., x increases from
0.11 to 0.25). Again, the increase in x has been taken to occur on the discharge, with x
unchanged on charge. However, unlike scenario 2, no protons replace the potassium ions
on discharge (i.e., n; = 0). Scenario 4 describes a 2a-3y cycle (i.e., x = 0.25), where
progressively less of the potassium ions are incorporated onto the Ni vacancies during
charge (i.e., y, decreases from 0.25 to 0.11). The vacancies not filled with potassium are
instead filled with two protons (i.e., ny = 2). Scenario 5 is a combination of scenarios 2
and 4, where the material is converting from the 203y to the 23-3p cycle with two
protons replacing potassium ions on the Ni vacancy during charge. Note that the
potassium ion content decreases at a greater rate than the decrease in the defect content.
All five scenarios involve incorporation of potassium ions into the Ni vacancy on charge,

which is consistent with observation (e) (i.e., a mass increase is observed on charge).
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Figure 3 reveals that scenario 1 results in a 1.67 electron transfer per nickel in the
first charge and a =1.0 electron transfer in the subsequent discharge, consistent with
observations (a) and (b). However, this scenario results in an increase in capacity on
cycling, which is inconsistent with observation (c). As progressively less potassium is
exchanged, the change in the oxidation state of nickel increases. Therefore, one can
conclude that the increase in mass on cycling, observation (d), is not due to an increase in
the amount of potassium ions remaining on the Ni vacancy, as suggested by previous

researchers.”*

While ;s,cenario ] shows an increase in capacity on cycling, scenario 2 exhibits a
decrease in capacity, consistent with observation (c). However, this decrease in capacity
with cycling occurs steadily from 1.67 to 1.25 electrons per nickel, which is inconsistent
with observation (b). The large electron transfer is due to the replacement of potassium
ions with two protons on discharge. Since n; = 2, the oxidation state of the discharged
material is 2.0 after each cycle. The oxidation state of the charged material decreases
steadily from 3.67 to 3.25. If n; was set equal to 1 rather than 2, the number of electrons
transferred would decrease from 1.3 to 1.1 for cycles 2-9, and if n;=0 a 1.0 electron
transfer would occur during each cycle. These results are in opposition to observations

(b) and (c), respectively.

In contrast to scenarios 1 and 2, scenario 3 predicts a slight decrease in the
discharge capacity on cycling as the number of electrons transferred decreases from 0.95
to 0.94. However, the first charge results in a 1.25 electron transfer as opposed to the

1.67 electron transfer noted in observation (a). This is a consequence of starting with a
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defect content of x = 0.11. The only way to achieve a 1.67 electron transfer on the first

charge is to start with a defect content of x = 0.25.

While scenarios 1-3 show results that are inconsistent with one or more of
experimental observations (a)-(d), scenarios 4 and 5, shown in Figure 4, are consistent
with all these observations. The reason these scenarios are consistent with the
experimental observations is that progressively less of the potassium ions are
incorporated onto the Ni vacancies during charge. Filling a nickel vacancy with two
protons in the charged state rather than a potassium ion results in a decrease in the
oxidation state of the charged material in order to compensate for the extra positive
charge. In scenario 4, the oxidation state of the discharge material remains at 2.67, and

therefore the number of electrons transferred decreases.

Scenario 5 is similar to scenario 2 in that both result in a decrease in capacity on
cycling. The major qualitative difference between these two scenarios, though, is that
scenario 2 shows a steady decrease in capacity with cycling while scenario 5 shows a
sharp capacity decrease between cycles 1 and 2. The discontinuity in scenario 5 is due to
the fact that there are no protons in the discharged material past the as-deposited state.
This means 1.67 electrons are removed on the first charge but only 1.0 electrons are
reinserted on the subsequent discharge. In contrast, scenario 2 always has two protons
reintercalated into the defects after each discharge, thus allowing 1.67 electrons to be

reinserted during the first discharge.

Although both scenarios show a steady decrease in capacity during cycles 2-9,

this decrease occurs for different reasons. In scenario 2, the oxidation state of the
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discharged material is always 2.0 because y> = 0 and n, = 2, but the oxidation state of the
charged material decreases because the defect content decreases. In scenario 5, both the
oxidation state of the charged and discharged material decreases as x decreases.
However, the oxidation state of the charged material decreases faster than the discharged
material resulting in a net decrease in the number of electrons transferred. This greater
decrease in the charged state is caused by y, being less than x,. If y, were equal to x;
then the number of electrons transferred would be 1.0 for each cycle except for the first
charge. The greater the difference between y; and x,, the larger the decrease in capacity.
Note tha;t intercalation of three protons rather than two in scenarios 4 and 5 would also
show a decrease in capacity with cycle number, but the decrease would be even greater.
The incorporation of additional protons (n>1) into the nickel vacancy, as postulated in
scenarios 4 and 5, can also be thought of as incomplete removal of the interlamellar
protons (i.e., incomplete charging with z<1), with the nickel vacancy left vacant. As
mentioned earlier, irrespective of the position of the proton (interlamellar or in the
vacancy), the oxidation state and molecular weight are the same, and hence the capacity

and mass changes are as well.

The decrease in capacity seen in scenarios 4 and 5 can also be achieved by setting
x; = 0.25 and n;=0. This would fix the oxidation state of the discharge material at 2.67.
Then if x, progressively decreased on each cycle, with y, = xa, the oxidation state of the
charged material would decrease, thus decreasing the capacity. However, it seems
unlikely that the defect content of the material would increase and decrease every

charged-discharge cycle and hence this is not considered a likely scenario.
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From these five different scenarios, some broad conclusions can be drawn on the

possible ways to explain the experimental observations of cycled nickel hydroxide.

1.

The 1.67 electron transfer on the first charge can only be achieved by starting with a
defect content of x = 0.25 and removing a net positive charge from each Ni vacancy.
The net result is a nickel oxidation state of 3.67 after the first charge. Coupling this
with a mass increase on charge, observation (e), it is most likely that the removal of a
positive charge from the Ni vacancy occurs via the exchange of 2 protons with one

K" as opposed to removing one proton with no potassium exchange.

The 1.0 electron transfer in the first discharge is only possible by having an empty
vacancy on discharge (i.e., n,=0 and y; = 0). Although a 1.0 electron transfer would
occur regardless of the value for x, taking observations (a) and (b) together means x =

0.25 and the oxidation state of nickel on the first discharge goes from 3.67 to 2.67.

The decrease in capacity of the active material below 1.0 electrons transferred per
nickel can be achieved by (i) increasing the oxidation state of the discharged phase
above 2.67 and/or (ii) decreasing the oxidation state of the charged phase below 3.67.
A nickel oxidation state greater than 2.67 in the fully discharged material (i.e., z = 0)
can only occur if x > 0.25. However, a defect content above 0.25 has never been
observed experimentally. Therefore, item (i) is negated as a possible cause for
observation (c). The capacity decrease appears to be caused by a decrease in the
oxidation state of the charged material. This decrease could occur by either
progressively filling the Ni vacancy with more than one charge-compensating ion

(i.e., two or morec K' or H*) or by decreasing x, with cycling while keeping x;

16




constant. This later scenario seems unlikely since the defect content would be
increasing and decreasing significantly during each charge/discharge cycle. It is
unlikely that this repeated expanding and contacting of the lattice could occur on the
time scale of each cycle. This oscillating defect content would also put undue stress
on the crystal lattice. Therefore, the steady decrease in the oxidation state of the
discharged material is most likely due to the filling of the Ni vacancy with more than
one charge-compensating ion. The size of a potassium ion makes it improbable that
two of these cations can be accommodated on one vacancy. It is more likely that an
increasing number of vacancies are filled with more than on proton (i.e., n; >1) on

cycling. For this to occur, y; has to decrease and /or n has to increase with cycling.

Experimental Capacity and Mass-Change Data

Figure 4 shows the potential profiles for the first two charge and discharge cycles

for a 69.1 pg nickel hydroxide film. On charge, the oxidation of nickel is the main

reaction between the 0.30 and 0.33 V vs SCE. However, at these voltages a fraction of

the current is also going into the oxygen evolution reaction

40H™ >0, +2H,0 + 4¢” 0.175V vs SCE [14]

As the nickel becomes fully oxidized (i.e., z — 1), more of the current goes into reaction

14 and the voltage rises. At approximately 0.425 V, the material is fully charged and

oxygen evolution becomes the sole reaction. Figure 4 also shows the potential profiles

on discharge. The sharp drop in potential corresponds to the end of discharge (i.e., z=0).
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Potential profiles similar to those shown in Figure 4 were used to calculate the
capacity transferred to or removed from the film. The capacity is the time required to
fully charge or discharge the material, t, designated by x on Figure 4, multiplied by the
applied current. The resulting capacity on charge and discharge over 9 cycles is shown in
Figure 5, where the symbols are a mean of 3-4 data sets and the error bars represent the
high and low values. The larger error bars on the charge compared to the discharge is
due to the larger error in identifying the end of charge as this point is not as well defined.
The greater capacity on charge is due to the increased oxygen evolution compared to

discharge.

The following equation is used to convert the capacity in Figure 5 to electrons
transferred per nickel

_sQM

M, =

[15]

where M? is the molecular weight of the film in the as-deposited state (121 g/mole Ni)

and ¢ is the fraction of the applied current that has gone into the nickel reaction during

the course of the charge or discharge and is given by

[16]

The oxygen current at each time (i.e., voltage) is given by the following Tafel expression
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[17]

anF(E—Umf'ox)
RT

lox = 1o,ox exp[

where, Upsox is the equilibrium potential of the oxygen evolution reaction (0.175 V vs

SCE in 3% KOH).”’

The exchange current density for the oxygen evolution reaction, loox, Was
determined from equation 17 for each charge by setting on to 0.75,°° E to the volfage of
the second charge plateau, and iox to the applied current. This value of i,0x Was used in
Equation 17 to get iox as a function of E on the charge and the subsequent discharge.
These oxygen currents were substituted into a discretized form of equation 16 to obtain €.
This procedure was repeated for each of the films for the 1%, 6" and 9™ cycle. It was
found that the charges were approximately 17-20% inefficient, and the discharges of
were only 0.6-2% inefficient. Accounting for this inefficiency, it was seen that the
charge and discharge capacities were within 2% of each other. Therefore, past the 1%
cycle the capacity of the film on charge is the same as the capacity on the subsequent
discharge. The electrons transferred per nickel are shown in Figure 6. Again, the
symbols are a mean of 3-4 data sets and the error bars represent the high and low values.
These data are consistent with the three previous experimental observations discussed
earlier: (a) ~1.67 electrons per nickel are transferred in the first charge 2. (b) 1.0
electrons per nickel are transferred during the subsequent discharge and charge **; and (c)

the charge and discharge capacity steadily decreases with cycling.g’ 2

Using the average number of clectrons transferred and assuming that the as-

deposited material has an oxidation state of 2.0, the change in oxidation statc can be
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calculated on cycling as shown in Figure 7. As the material is cycled, the discharged
state reaches a steady value close to 2.6. The charged material, on the other hand, starts
with an oxidation state of 3.63 and on cycling the oxidation state reduces to 3.39 by the

ninth cycle in a manner consistent with Figure 6 (i.e., number of ).

Using the EQCM, the mass change of the film was also monitored during charge
and discharge. The results from the first two cycles are shown in Figure & as a function
of time. Consistent with previous results, and observation (e), the mass of the film
increased on charge and decreased on discharge.” ®?*?* In addition, the mass change is
negligible at the end of the charge as the oxygen evolution reaction does not result in a
mass change. The total change in mass following complete charge and discharge is
shown in Figure 9 for the first 9 cycles and is represented as the change in molecular
weight (weight change divided by number of moles of Ni). Again, the symbols are a
mean of 3-4 data sets and the error bars represent the high and low values. The
magnitude of the mass change is more on charge than on the discharge, which is seen
clearly in Figure 8. This is true for all cycles, and it results in an overall increase in the
mass of the film on cycling, which is consistent with the observation (d).** Although the
total mass of the film increases with cycling, the mass change from cycle to cycle
decreases. For example, the mass reduction during the first discharge was approximately

5.3 g/mole Ni, but that for the ninth discharge was only 3.3 g/mole Ni.
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Extracting Defect Parameters from Experimental Data

The four defect parameters in the charged and discharged state (x, y, n, and Xy)
are evaluated sequentially by coupling the data in Figures 6 and 8 with equations 4, 5 and
10. The defect parameters in the as-deposited material are fully defined by using the
molecular weight of the as-deposited material (i.e., 121 g/mol) and the following three

assumptions.
1. The as-deposited material has a nickel oxidation state of 2.0.

2. Nickel vacancies in the as-deposited material are void of potassium (i.e., yi=0).

Coupled with assumption 1 this means that n, = 2.

3. There are 0.25 nickel vacancies per nickel lattice site (i.e., x;=0.25)."" Further, the
number of nickel vacancies does not change appreciably during the first nine cycles

(i.e., x1=x2=0.25 in all cycles).

Based on the molecular weight and these three assumptions, the water content of the as-
deposited material, X2, , is 0.69 moles of water per mole of nickel. Note that this water
is different from the 0.67 H,O reported by Barnard et al’® for the ‘activated’ o phase
material. While the water reported by Barnard et al. is two protons on a nickel vacancy
with an oxygen atom associated with it,'® X, is molecular water present in the lattice

and/or between the crystallites and is in excess of the 0.67 H,O reported by Barnard et al.

Assumption 3 fixes x, and the three remaining defect parameters after the first
charge must be determined from two pieces of information-the capacity and mass-change

data. Since a unique sct of parameters is not possible, two cases are examined here, n;=2
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and n,=3. As seen from Figures 6 and 8, 1.63 electrons/mol and 6.74 g/mol, respectively,
are exchanged on the first charge. Therefore, equations 10 and 5 are used to give y,=0.22
and X,,,=0.555 for n,=2, and y,=0.23 and X,,»=0.525 for n,=3. Using these parameters,
n;=0, and the capacity and mass-change data during the first discharge, y; and Xy are
calculated for the two values of n,. This sequential process is continued until y and Xy,
are determined for each charge and discharge cycle. This data is shown in Figures 10 and

11, respectively. Cycle ‘0’ represents the as-deposited material in these figures.

As the material is charged, the potassium content increases and almost all the
vacancies are filled with potassium ions. The vacancies not filled with potassium are
instead filled with either two protons [¢ase (i)] or three protons [case (ii)]. A material
with three protons on the nickel vacancy is consistent with a material proposed by
Barnard et al.’’ whose point defect representation has been shown to contain three
protons on the Ni vacancy. 3 However, the excess proton could reside interlamellar as
opposed to being in the vacancy. As the material is cycled, the potassium content of the
discharged phase (y) attains a constant value and the charged state (y2) has increasingly
less potassium ions intercalated, as is clear from the decrease in y; with cycling. The
difference between these two cases is in the calculated potassium content on charge.
While case (i) results in a dramatic change in y, over the ten cycles, case (i1) has a more
moderate change. This is because in case (ii) we have more protons compared to case (i),
and hence fewer vacancies are nceded to achieve the requisite oxidation state change. As
the lattice has excessive protons, the fraction of Ni*" in the lattice decreases; hence, the

average oxidation state of nickel in the charged state decreases as is seen in Figure 7.
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The increase in the water content of the films can be seen from Figure 11 where
the moles of water per mole of nickel is tracked as the film is cycled. We see that both
cases produce the same qualitative effect in early cycles with water incorporation during
discharge and expulsion during charge.” ® However, case (i) predicts that this change
would reverse on later cycles. This is because the potassium incorporation on charge
decreases more rapidly in case (i) and the increase in mass on charge is accommodated
by incorporating water into the lattice. However, both the cases predict a steady increase
in water content on cycling the film. This increase in water content is the cause for the

increase in the total mass of the film observed on cycling

The simulations described above were generated by setting x;= x,=0.25 and
estimating y, and y; from the data. Alternatively, one could set y;=0 and estimate y, and
X, with x = x;= xz. The result would be a slight decrease in x from 0.25 to 0.235 in the 1™
cycle rather than the slight increase in y; from 0 to 0.04 shown in Figure 10. The value
for x would remain essential constant for cycles 2-9. The value for y; Qould be
essentially the same as that shown in Figure 10, and no qualitative differences would be
seen in Figures 11. This reiterates that the decrease in capacity on cycling observed in

Figure 6 is mainly due to the decrease in y, shown in Figure 10.

Conclusion

A methodology has been developed to correlate the changes in capacity
and mass observed during cycling of nickel hydroxide films with the defect structure of

the active material. The capacity and mass of the films were measured simultancously
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using an EQCM and used as input into the point-defect model. The methodology was
used to study short term cycling of the nickel electrode. The following conclusions were
drawn from these results (i) A cathodically deposited o nickel hydroxide film has a
defect content of 0.25. During the 1* charge, the two protons from the nickel vacancy
de-intercalate and in turn a K* ions occupies the vacancy resulting in a 1.67 electron
transfer; (ii) During discharge, the K" de-intercalates and the vacancy is left vacant
resulting in a 1 electron transfer; (iii) with each successive charge, as the film is cycled,
the potassium content decreases but the proton content in the lattice increases, thus
leading to a lower oxidation state of Ni in the charged state and a drop in capacity; (iv)
the water content of the film decreases on charge and increases on discharge and (v) The
water content of the film appears to increase on cycling, thus leading to an increase in the

total mass of the film.
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Io,0x

1OX

Nni

Ox

Urcf,ox

W

Am
Greek

o

Notation

electrode potential, V

Faraday’s constant, 96487 C/eq.

applied current, A

exchange current for the oxygen reaction, A
current expended to oxygen evolution, A

molecular weight

number of protons divided by number of Ni vacancies not occupied by K"
number of moles of nickel, mol

oxidation state

universal gas constant, 8.314 J/mol-K

temperature, °C

time, sec

standard potential of the oxygen evolution reaction, V

weight of the active material, g
moles of vacancies per mole of lattice sites
moles of water per mole of lattice sites

moles of vacancies occupied by potassium ions per mole of lattice sites.

extend of the nickel oxidation/reduction reaction

mass change, g

transfer coefficicnt
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€ efficiency of the nickel reaction
Ay moles of OH  ions per mole Ni

Ao moles of K* ions per mole Ni

A3 moles of water per mole Ni

A4 number of electrons per mole Ni
Subscript

1 discharged state, nickel hydroxide
2 charged state, oxy-hydroxide
Superscript

0 as-deposited state
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Table 1. Different combinations of the defect parameters used to generate the number of
electrons transferred in Figures 1 and 2. When y;=x,, none of the nickel vacancies are
occupied by protons and therefore n, is not applicable (N/A). The parameters that vary in
a given scenario are assumed to change linearly with cycle number. For all five scenarios
listed above, the number of protons on the nickel vacancies of the as-deposited material is

2.0 (i.e, the initial oxidation state is 2.0).
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Abstract

Carbon gels were synthesized via the sol-gel polycondensation of resorcinol with
formaldehyde using a sodium carbonate catalyst. A full 2* factorial design study was performed
to study the effect of initial solution pH, wt% solids, pyrolysis temperature and gel type (aerogel
or xerogel) on surface area, pore volume and electrochemical capacitance. It has been found that
the gels showing the highest surface area also show the highest capacitance. These include the
aerogels made with a high initial solution pH and a low pyrolysis temperature. Pore volume is
also maximized with an aerogel and a high initial gel pH. Results also indicate there are
" interaction effects occurring between factors, especially between initial solution pH and gel type

which make this factorial design approach an effective means of studying these materials.



Introduction

Pekala [1] introduced organic aerogels derived from the polycondensation of resorcinol
with formaldehyde through a reaction mechanism similar to the sol-gel processing of silica. The
resulting organic gels were dried supercritically in CO, to produce the organic "aerogel". Since
this initial work, numerous articles have been published on the properties and uses of these novel
organic aerogel materials. [2-12] These materials have also been pyrolized in an inert atmosphere
to produce carbon aerogels [5]. Much of the research from Pekala and co-workers has focused
on developing a high energy density electrochemical capacitor [4,8] while others have focused
on developing an electrosorption process for the reversible removal of ions from aqueous
streams [6,10], both based on the unique properties of the carbon aerogel. It must be
emphasized, however, that not all of these studies have been concerned with organic and carbon
"aerogels"; they have also considered organic and carbon xerogels.

An aerogel is produced when the solvent contained within the voids of a gelatinous
structure is removed supercritically (usually with CO,) in the absence of a vapor-liquid interface
and thus without any interfacial tension. Ideally, this process leaves the gel structure unchanged
with no shrinkage of the internal voids [13]. In contrast, a xerogel is produced when the solvent
is removed by conventional methods such as evaporation under normal conditions. This process
causes the internal gel structure to collapse due to the presence of the vapor-liquid interface,
which causes tremendous interfacial tension especially in small voids or pores [13]. Most of the
published properties on these materials have been based on the supercritically dried organic and
carbon aerogels [5,11,12,14,15] with few exceptions [7,16]. Yet, one of the major applications
of these materials, i.e. the electrosorption process, has been based on a conventionally dried

xerogel even though it has been referred to as an aerogel. The point here is not terminology,




which can be readily clarified based on the experimental procedure. The point is that the
physical and chemical properties of organic or carbon aerogels and xerogels are expected to be
different. However, none of the aforementioned studies have addressed this issue. Therefore,
the objective of this study is to illuminate the differences between carbon aerogels and xerogels
using a statistical design of experiments approach. Four factors (parameters) were investigated:
initial solution pH, weight percent solids, pyrolysis temperature and gel type (aerogel or
xerogel). In this initial study, the three response variables of interest are the surface area, pore
volume and electrochemical capacitance. Although these response variables have been studied
in previous works, the experiments have been based on the typical, change one factor at a time
approach, which does not allow for factor interactions to be understood. In contrast, this study
shows not only how each factor affects the response variables of interest, but also how the
factors interact with one another.

Experimental

Resorcinol (ACS, 99+%, Alfa Asar), formaldehyde (37% in water, Aldrich), sodium
carbonate (anhydrous, ACS, Fisher), and acetone (optima, 99.6%, Fisher) were used as received.
The synthesis procedure for these gels was developed based on the procedure for making carbon
aerogels [3] and xerogels [7]. The solutions prepared contained either 5 or 20 w/v% solids, in
which the R/F (resorcinol/formaldehyde) mole ratio was fixed at 1:2. Sodium carbonate was
used as the catalyst, where the R/C (resorcinol/sodium carbonate) mole ratio was fixed at 50:1.
Four, one liter batches of gel were made in a glove box under nitrogen atmosphere. These four
batches included one with a low initial solution pH and low wt% solids, one with a high initial
solution pH and low wt% solids, one with a low initial solution pH and high wt% solids, and one

with a high initial solution pH and high wt% solids. These solutions were then poured into 100



ml glass containers and tightly sealed with caps. They were removed from the glove box and
placed in an oven at 87 °C for one week to gel and cure.

When removed from the oven, each batch was divided into two parts. The first part,
designated to be xerogel, was first washed with acetone for three days, replacing the acetone
daily under vacuum filtration and then dried in a conventional oven under nitrogen flow. This
drying procedure included first heating the gel to 65 °C with a heating rate of 5 °/min, holding it
there for 5 hours, heating it to 110 °C with a heating rate of 5 °min, holding it there for 3 hours,
and then letting it cool gradually. The second part, designated to be aerogel, was first broken up
into medium sized chunks. These chunks were placed in a dish of acetone inside a vacuum
dessicator. The dessicator bottom was filled with Dririte and acetone. A dish of anhydrous
NaCOs was placed in the dessicator on the shelf. The dessicator was evacuated until the acetone
began to boil at which time the dessicator was sealed to maintain the vacuum pressure. The
dessicator was opened daily to replace the acetone in which the gel was sitting with fresh acetone
and to exchange the saturated NaCO; with dry NaCO;. This procedure was followed for one
week to ensure that all the water in the gel was replaced with acetone.

The acetone-exchanged gel was then transferred into a supercritical dryer at 10 °C which was
subsequently filled with liquid CO,. The gel remained in the CO; for 24 hours with the CO,
replenished as needed to maintain the liquid level above the gel. In this way, the acetone in the
gel was replaced with liquid CO,. After 24 hours of soaking, the temperature of the supercritical
dryer was increased until the liquid CO, turned supercritical (~38 °C). The CO, was then
released slowly to prevent disruption of the gel structure. Once the pressure was released, the

gels were removed from the drier and placed into the glove box until they were pyrolyzed.




The dried xerogel and aerogel resins were again separated into two parts. Half of each
sample was pyrolyzed at 800 °C and the other half at 1050 °C in a tube furnace under 1 L/min
nitrogen flow. In this way, the initial four batches of gel created 16 different carbonized
materials.

A Micromeritics Pulse Chemisorb 2700 Analyzer was used to obtain the surface areas and
pore volumes of both the carbon xerogels and aerogels using the single point BET method. An
EG&G Potentiostat Model 273A was used to run cons;(ant current charge and discharge tests on
the samples. From these tests, the capacitance was calculated using the following equation,

i-Af

C= 1
AV -m 1

where i is the current, t is the time, V is the voltage, and m is the mass of the carbon pellet. For
these tests, a constant current of ImA was used. A small sample pellet was made by combining
the carbonized gel powder with a Teflon binder in a 20:1 mass ratio. The pellet was regenerated

at 150 °C for 1 hr and then soaked in 6 M KOH overnight before being tested.
Results and Discussion

A full factorial design is an experimental arrangement in which a small integral number
of levels, /, is chosen for each of the & factors, and all /¥ combinations of these levels are run.
Often, an [ of 2 is chosen to represent a high value and a low value. The present research was
performed using this arrangement and 4 factors, creating a full 2* design. Table 1 details the 24
factorial design carried out in this research. The four factors (initial solution pH, wt% solids,
pyrolysis temperature, and gel type) and their high and low levels were chosen by reviewing the
literature and determining the significant areas of variability in the production process that affect

the outcome of the final carbon product [7,9,16,17]. For the methane adsorption capacity and




monolith density portion of this research, a 2° full factorial design study was completed using
factors A — C from Table 1, maintaining the areogel gel type. For the storage of natural gas,
carbon monoliths are more appropriate than carbon powders. For this reason, the aerogel gel
type was studied.

Once the tests were complete, the experimental data was analyzed using Taguchi’s
statistical design methods [18]. This includes first completing a response table, calculating the
effects, plotting the effects on a probability plot, and then from this plot, determining which
effects are significant. The results of the surface area, pore volume, and capacitance tests are
shown in Table 2. From the completed response tables, the effects for each factor and factor
interaction were calculated for each response variable and plotted on separate probability plots
using Minitab 11.11 for Windows. The analysis for the surface area is presented and discussed
first.

Figure 1 shows the normal probability plot. From this plot, it can be seen that the only
factors and factor interactions that do not fall near the straight line are the gel pH, pyrolysis
temperature, gel type and the gel pH-gel type interaction. Using this analysis method, these
results indicate that these are the only factors that significantly affect the surface area of the
carbon gel. It is important to note that, with this analysis method, once an interaction has been
identified as significant, it is no longer meaningful to look at the individual factors involved,
rather, one must look only at the interaction. To do this an interaction plot is created. In the case
of surface area, the gel pH-gel type interaction was plotted to determine the factor settings that
maximize or minimize surface area. This plot is also shown in Figure 1. From the interaction
plot, it can be scen that in order to maximize surface area, the high pH aerogel should be used,

and because the two lines do not cross, the opposite factor settings should be used to minimize




the surface area. It can also be seen from the graph that although both lines have a positive
slope, the xerogel (D2) is not as sensitive to changes in pH as the aerogel.

Using the information from this analysis, it was found that in order to maximize surface
area, an acrogel with a high pH and a low pyrolysis temperature should be made. This factor
level combination yields a predicted average surface area of 882 m*/g. Within the range of this
study, wt% solids did not affect surface area. To minimize surface area, the opposite settings
should be used, leading to a predicted surface area of 475 m/g.

Figure 2 shows the normal probability plot for pore volume. This plot indicates that gel
pH, gel type, and the gel pH-gel type interaction are significant. Due to the interaction, as
mentioned above, it is only necessary to look at the interaction rather than the individual factors
involved. To understand this effect, Figure 2 shows the interaction effect graphically. From this
interaction plot it can be seen that to maximize pore volume, an aerogel with the high pH should
be used. Wit% solids and pyrolysis temperature did not affect pore volume in the range of this
study. Making an aerogel with the higher 7.0 pH will produce a product with the predicted
average pore volume of 1.24 m’/g. It is interesting to note that the pore volumes for the xerogels
made in this study were not affected significantly by the factors being studied within the range of
their settings.

Figure 3 shows the normal probability plot for electrochemical capacitance. This plot
indicates that gel pH may be significant but all the effects seem to fall in a straight line,
indicating no significant effects. The problem with this result is that any change in capacitance
of about 20 F/g or more is in reality significant. For this reason, the data was transformed by
taking the log of each response value. Figure 4 shows the resulting probability plot of the

transformed capacitance data. The results of the probability plot indicate that gel pH, wt%




solids, and pyrolysis temperature signal as main effects and two interactions including gel pH-gel
type and gel pH-wt% solids exist. Interaction plots for these are shown in Figure 5. From these
plots, it can be seen that to maximize the double layer capacitance, an aerogel with the high gel
pH should be used with the low wt% solids. By using these settings along with the low pyrolysis

temperature, the predicted average double layer capacitance is 188 F/g.
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Table 1. 2* Factorial Design Factor Settings

Factor High Setting ~ Low Setting
A. Initial Solution pH 7.0 5.5

B. Weight % Solids 20% 5%

C. Pyrolysis Temperature ~ 1050°C 800°C

D. Gel Type Xerogel Aerogel
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Table 2. 2* Factorial Design Results for the Carbon Aerogels and Xerogels

Initial Weight Pyrolysis Gel Type Surface Pore  Capacitance

Solution % Temperature Area  Volume Fig
pH Solids °C m?*/g cm’/g
5.5 5% 800 Aerogel 561 0.32 128
5.5 5% 800 Xerogel 569 0.36 161
5.5 5% 1050 Aerogel 508 0.3 68
5.5 5% 1050 Xerogel 521 0.28 105
55 20% 800 Aerogel 517 0.24 86
55 20% 800 Xerogel 493 0.26 63
5.5 20% 1050 Aerogel 474 0.23 59
5.5 20% 1050 Xerogel 460 0.25 74
7.0 5% 800 Aerogel 900 0.92 179
7.0 5% 800 Xerogel 591 0.20 113
7.0 5% 1050 Aerogel 753 1.32 142
7.0 5% 1050 Xerogel 540 0.40 106
7.0 20% 800 Aerogel 929 1.31 146
7.0 20% 800 Xerogel 586 0.44 124
7.0 20% 1050 Aerogel 804 1.42 144
7.0 20% 1050 Xerogel 515 0.44 104
Mean 608 0.54 113
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Table 3. 2° Factorial Design Experimental Results for the Carbon Aerogels

Initial Weight Pyrolysis Surface  Pore  Capacitance

Solution % Temperature Al;ea Volt;me Flg

pH Solids °C m°/g cm’/g
55 5% 800 561 0.32 128
5.5 5% 1050 508 0.30 68
5.5 20% 800 517 0.24 86
55 20% 1050 474 0.23 59
7.0 5% 800 900 0.92 179
7.0 5% 1050 753 1.32 142
7.0 20% 800 929 1.31 146
7.0 20% 1050 804 1.42 144
Mean 681 0.76 119
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Table 4. 2° Factorial Design Experimental Results for the Carbon Xerogels

Initial  Weight Pyrolysis Surface  Pore  Capacitance

Solution Y% Temperature Arzea Voh;me Flg
pH Solids °C m’/g cm’/g
55 5% 800 569 0.36 161
5.5 5% 1050 521 0.28 105
5.5 20% 800 493 0.26 63
55 20% 1050 460 0.25 74
7.0 5% 800 591 0.20 113
7.0 5% 1050 540 0.40 106
7.0 20% 800 586 0.44 124
7.0 20% 1050 515 0.44 104
Mean 534 0.33 106
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ABSTRACT

Approximate models are dcveiopcd, based on second, fourth and sixth order
polynomials, that describe the concentration profile of an electrochemically active
species in a spherical electrode particle. Analytical expressions are obtained that describe
how the concentration profiles, surface concentrations and electrode utilization change
during the galvanostatic discharge of an electrode particle. Based on a comparison with
an exact analytical model over a wide range of dimensionless current densities, all three
approximate models performed extremely well in predicting these quantities.
Quantitative criterion for the validity of these models is also developed and shows that
the sixth order, four parameter approximate model is the best. These approximate
models, or similarly developed models, should find extensive use in simplifying the

modeling of complex electrochemical systems without sacrificing much accuracy.



INTRODUCTION

The mathematical modeling of electrochemical systems, e.g., batteries or
electrochemical capacitors, involves the simultancous solution of coupled partial
differential and algebraic equations that describe among other things current, voltage and
electrochemically active species distributions as functions of both time and position
throughout the system'. Solution methodologies are therefore both complicated and time
consuming. For this reason, approximations are continually sought that simplify the
governing set of equations without imparting a significant error in the resulting solution.
Moreover, many of these electrochemical systems require the modeling of electrodes
comprised of roughly spherical particles, into or out of which an electrochemically active

species must diffuse during charge and discharge.

This diffusion process is governed by a partial differential equation that describes
how the concentration of the electrochemically active species in the particle changes in
both time and position during charge and discharge. Itis fortuitous that similar diffusion
phenomena and hence equations arise in many areas of science and engineering, and in
particular, in describing the uptake of a species in adsorbent or catalyst particles. In these
two very much related areas, a considerable amount of work has been done on trying to
simplify the governing equations by applying various approximations that a priori

describe how the concentration profiles change in the spherical particles.

The most widely utilized approximations have been based on parabolic and higher

. . . . - . . 2-18
order polynomial functions that describe the concentration profile in the particle, ’



which alll began with the work oi Liaw ef al? The coefficients of these polynomials are
generally time dependent. Nevertheless, they have been resol\./cd vin terms of known and
constant system parameters by applying the governing initial and boundary conditions to
them. In this way, the partial differential equation describing the concentration in both
time and position inside the particle has been reduced to an ordinary differential equation
describing how the volume-averaged concentration in the particle changes with time.
This ordinary differential equation essentially describes the flux into or out of the
particle; and in many cases, it has the form of a linear driving force, where the flux is

proportional to a concentration difference.

In some cases, this equation has been integrated either numerically or analytically
(o describe the diffusion into or out of a particle, for example in batch adsorption or
reaction systems. But, in most cases, it is coupled with other differential and algebraic
cquations, resulting in a simpler approximate solution to a more complex process. This
later approach was also used in the modeling of an electrochemical system (batteries),
wherein a parabolic species distribution was assumed 1o describe the distribution in a thin
film coating surrounding a particle](); however, quantitative justification for such an
approximation was not given. Moreover, in a related work,?® a linear driving force flux
relationship was assumed, again with little justification and no mention of whether a
parabolic profile approximation leads to a lincar driving force flux relation as it does in
adsorption and catalytic systems. It is also interesting that when Doyle and Newman”'
simplified the analysis of the discharge process of a lithium ion battery under solid phasc

diffusion limitations by assuming a pscudo steady-state approximation for longer times or




‘slower rates, the concentration proﬁlve inside the particie became dependent on the square
of the radial coordinate i.c., it became inherently paratolic. But again this pseudo éteady— :
state approximation was not quantitatively justified. In contrast, the accuracy of
polynomial profile approximations in adsorption and catalytic systems has been shown to
depend on many factors; and in many situations very accurate results have been obtained.
Thus, these simple but effective polynomial profile approximations have been widely
used in simplifying the modeling of adsorption and catalytic processes that involve

diffusion into a spherical particle.

In this work, the utility of different polynomial approximations in describing the
diffusion of an electrochemically active species out of a spherical electrode particle
during galvanostatic discharge is demonstrated. Part 1 of this scries deals with the
constant diffusion coefficient case, whereas part 2 extends this work and deals with the
concentration (state of charge) dependent diffusion coefficient case. Second, fourth and
sixth order polynomials arc examined. These respectively result in two, three and four
parameter models that describe the concentration profiles inside the particle. Strengths
and weaknesses of these different polynomial profile approximations are exposed, based
on comparing the approximate predictions with those obtained from an exact analytical
solution in terms of concentration profiles, surface concentrations and electrode
utilization. Quantitative criteria for the validity of these various approximate models are
established and their use in other more complex electrochemical systems and other
boundary conditions (e.g., cyclic voltametry) are suggested, and discussed in part 3 of

this work.



DIFFUSION MODEL
1. Parabolic Profile Model:
Consider a spherical electrode particle completely charged with a corresponding

initial concentration co. The transient diffusion in the particle can be expressed as,

oc 1 0 oc
o Dsrz:a;(” 5;) (M

where ¢ is the concel_ltratiOn of the diffusing species (e.g., hydrogen), and Ds is the
corresponding diffusion coefficient. In this case, the diffusion coefficient is constant and
does not vary with concentration (i.e., state of charge). With the electrochemical reaction
taking place only at the surface of the particle, the initial and boundary conditions are

given by

c=C¢Cop att=0 and for0 <r<R, (fully charged state) (2)
QE:O atr=0and fort= 0 (3)
-
and
oc i
D,— =-—*atr=R_ andfort= 0 (€))
S or nl ‘

where i, is the applied current density at the surface of the particle, R, is the radius of the
particle, n is the number of electrons taking place in the electrochemical reaction and I is

Faraday's constant. Introducing the following dimensionless variables,

D.t
C:i;x:—r—~andr: 5 ®))
Cy R, R
simplifics the model to,
oC 1 o oC
P ‘2~(x’—-] ©)
ot X° Ox Ox



with the corresponding initial and boundary conditions,

C=1 att=0andfor0<x<I (7)
Q—C—:Oatx=0 and fort> O (8)
ox

and
-QC—:-Batx=landforr2 0 )
Ox

where 8 is the applied dimensionless current density defined as,

5 = i,R
nFD ¢,

(10)

An exact analytical solution to this model can be obtained by the separation of

- 2223 . 24
variables™” and given by

1 1 & sin (A %)
Cx1) = 1-6 |3t + — (5x* -3} -2— ) —————
() {f o ) zzﬁsmgu

X n=1

exp( -2 T)} (11

with cigenvalues A, = tan(X,). The number of terms required for convergence of this

series can be significant and depends strongly upon the dimensionless current density 8.

A simpler solution to the same problem can be obtained by assuming that the
concentration of the diffusing species inside the particle is described by a parabolic
profile,

C =a(t) + b(0)x” (12)
where a(t) and b(t) are functions of . The boundary condition at the center (equation 8)
is automatically satisfied. Applying equation 12 to the boundary condition at the surface

(cquation 9) gives,



=2b(t) = -5 (13)

x =1

According to equation 12, the volume-averaged concentration is given by,
_ ! 3
C = j C. 3xdx = a(t) + gb(r) (14)
x=0

Both sides of equation 6 are now multiplied by 3x% and integrated from O to 1 using

equation 12 for C in equation 6. This results in

1 1
J‘QC—.szdx = j %i(xz a—C~).3x2dx
ot o ox Ox

x=0 X
= (15)

d—C— = 60b(1) = -38
dr

an ordinary time-dependent differential equation in terms of the volume-averaged
concentration. However, it is interesting that this analysis does not result in a linear
driving force type expression, as it typically does in adsorption and catalytic systems.
The solution to equation 15 with the initial condition given in equation 7 1s

C=1-381 (16)

A comparison of equations 14 and 16 leads to,
3
a(t)=1- 381 +T(—)6 (17)

Hence, the concentration profile in the particle, based on the parabolic profile (PP)

approximation, is given by,

Cpp = 1361 +—5 - SN
10 2

1 )
=1- 6{31 + E(5x -3))}

(18)




A comparison with the exact solution (equation 13) shows that the parabolic profile (PP)
model does not );ield the exponential terms and hence results in a much simpler solution.
Note that for this case a(t) is a function of T, where as b(t) is a constant. In general, this
is not always the case and the results may vary according to the boundary conditions and

the initial governing equation.

In an electrode particle, the electrochemical behavior is determined completely by

the concentration at the surface. The surface concentration from the exact solution is

given by
. 2 = 1 5
Cuue = Gy =CO0T) = 10130+ 0 -2 2 o5 exp(-h ) (19)
n= 1y
and that from the PP solution is given by
. o | A 2
Cspp =Cpp oy =170 {JT + 0 :l 20)

Utilization is also a very important property for any electrode particle. It is defined as the

amount of active material reacted, according to

U

Initial concentration- concentration left in the particle after discharge ( 10 O)
- X

Initial concentration

1
1- IC(x,rdm)szdx
x=0

= ] (100)

(21)
where 3x2dx is the differential volume element of the spherical particle, and Tgisen is the
dimensionless time taken for discharge, which is determined by setting the surface
concentration to zero. Substitution of equation 11 (for the exact concentration) into

cquation (21) and integrating yields



Upae 09 = 30700 (100) @2)
where Tgischex 15 the exact dimensionless time taken for complete discharge. This value is
obtained by setting the left hand side of equation 19 to zero and solving for t. Note that
the integral of the infinite series is zero as explained in reference 21. Similarly using the
PP solution (equation 18) leads to

U,p (%) = 3874 pp (100) (23)
where Tgisenpp 15 the dimensionless time taken for complete discharge which is obtained

from equation 20 with the surface concentration set to zero. Accordingly,

1.2

5) (100) (24)

Upp (%) = (

2. Higher Order Polynomial Profile Models:

Three and four parameter polynomial profile approximations can also be utilized
to obtain simpler but potentially more accurate solutions to the governing equations
(cquations 1-4) for the concentration profile inside the electrode particle. For example, a
fourth order, three parameter polynomial such as

C = a(1) + b(o)x* +d(r)x* (25)
where a(t), b(t) and d(t) are functions of 1, can be applied in the same way as equation
12, As before, the boundary condition at the center (cquation 8) is automatically
satisfied. Applying equation 25 to the boundary condition at the surface (equation 9)
gives,

a—c— =2b(1) 4 4d(t) = -0 (20)

x| .
x = 1




: According to equation 25, the volume-averaged concentration is given by,

_— 3 3

C= [C3xdx=am)+ b+ d(r) 27
x=0

Both sides of equation 6 are now multiplied by 3x? and integrated from 0 to 1 using

equation 25 for C in equation 6. This results in

%§ = 6b(t) + 12d(t) = -33 (28)

T

The solution to equation 28 with the initial condition given in equation 7 is
— 3 3
C=a(t)+ gb(r) +7 d(t) = 1- 38t (29)

Since in this case there are three constants (a(1), b(r) and d(t)) to evaluate, three
equations arc needed. So, in addition to equations 26 and 29, the governing equation

(equation 6) is evaluated atx =1, i.e.,

oC 1 0 oC
o 7—~(x2 -] (30)
at x=1 X a)\ 8}\ x =1
Substituting equation 25 into equation 30 leads to
da(v) , db(v) | dd(D) _ g0y 4 20d() 31)
dt dt dt
Solving equations 26, 29 and 31 gives the three constants as,
3 27
a(t)=1- 381 +-—8- ——95 exp(—351
© 108" Tag° AP
1 1
b(t)=-—-6 + =& exp(-351
(M=-50+7 p(=351) (32)

and

d(t) = —%6 exp(—351)

These three parameters give the surface concentration as,




Cs;p = 1-8 |:3‘C + % ] + 1;‘—5 exp(-351) (33)

Similarly, one more parameter can be added to equation 25 in the form of the following
sixth order polynomial

C=a(t)+ b(t)x* +d(0)x* + e(t)x’ (34)
To solve for this fourth parameter e(t) another equation is needed and obtained by
applying the limit, x = 0, to both sides of the governing equation, i.e., equation 6. For this
four parameter model, the following differential equations result and are solved
simultaneously using the exponential matrix method®® (which the authors refer to as the

semi-analytical method*?®).

dc

o 6b(1) + 12d(t) + 18e(t) = -38 (35)
T
da(r)  db(r) . dd(r) . de(r) _ ! 3
- 4 - 4 . " 6b(t) +20d(7) + 42¢(T) (30)
da(t) = 6b(7) (37)
dt

This all leads to the following expression for the surface concentration:
Csgp = 1-0 {31 + % } +0.11358 exp(—100.1237) +0.08648 exp(-18.8771) (38)

RESULTS AND DISCUSSION
It is clear from the above analysis that the concentration profiles, surface
concentrations and electrode utilization predicted from the approximate and exact models
depend mainly on the magnitude of the dimensionless current density, 8. Iigures 1 and 2
compare the concentration profiles in the particle obtained from the approximate and

exact models at different dimensionless times during discharge for low and high values of




8, respectively. For both values of 6, the exact and approximate models agree extremely
well with cach other, except at short dimensionless times approaching © = 0. The
deviations are also larger for higher values of 8, indicating that the polynomial profile
approximations begin to break down at higher reaction rates, but only during the initial
states of discharge. After an initial period of time the agreement between the
approximate and exact models is nearly perfect for all three polynomial functions. This

is not the case for the surface concentrations, however.

Figures 3 to 6 compare the dimensionless surface concentrations predicted from
the exact and the three approximate models as a function of the state of discharge, for
values of & cqual to 0.1, 0.2, 2 and 5 respectively. Only the four parameter model is
capable of predicting the surface concentration over a broad range of & with reasonable
accuracy. In contrast, the two and three parameter models only do well at low values of
&: at higher values, they behave similarly and completely misrepresent the surface
concentration at zero state of discharge where it should be unity. So, again at high
reaction rates, the second and fourth order polynomial approximations breakdown, but
not the sixth order polynomial approximation; and at low to moderate values of 8, again
all three approximate models agree reasonably well with the exact model. Similar results

are realized in predicting the electrode utilization.

Figure 7 compares the utilization predicted from the exact and the three
approximate models as a function of &. The four parameter model agrees extremely well

with the exact solution over a brand range of & up to a  of about 2. In contrast, the two




and three parameter models begin to deviate from the exact model at a & of around 4,
with the two parameter model deviating the most. Nevertheless, all three approximate
models agree quite well with the exact solution in predicting the utilization of the

electrode over a wide range of reaction rates.

As stated earlier, the surface concentration is one of the more important
concentrations that governs the performance of electrochemical systems; and hence, it is
worth quantifying the error in the prediction of the surface concentration from the three
approximate models. For this purpose, a time-averaged percent error in the surface

concentration is defined as

T=Tgiseh .o T=Tuseh app

CSC\'acldT - j CSappro.\:imalc
. =0 =0 ~
&= T=Tdisch.en (100) (39)
(’Sc.s;:xcldT
=0

These percent errors are plotied in Figure 7 as a function of 8, for all three approximate
models. The error in predicting the surface concentration from the two and threc
parameter models is very similar, with errors of less than 5% resulting for values of 6 less
than 0.5 and 1.0 respectively. In contrast, the error in predicting the surface
concentration from the four parameter model is much smaller, with values of & up to
around 4 still only resulting in an error of less than 5%. Overall, the three approximate
models provide a relatively accurate prediction of the surface concentration over a very
broad and practical range of & and the four parameter model hardly deviates at all {from

the exact solution within this range.




Clearly, the solutions to the unsteady-state diffusicn equation developed here (i.e.,
equations 20, 33 and 38) are not only much simpler to use compared to the exact solution
(equation 18), they also shed some light on the validity of other simplified analyses
carried out on electrochemical systems in the literature.'”?! For example, they provide a
quantitative description of the error that may be incurred by applying a parabolic profile
approximation to describe the concentration profile of an electrochemically active species
in a thin film surrounding a spherical particle, as done by Wang ef al”® In a similar
manner, they provide a quantitative description of the parameter range over which the
pseudo steady-state approximation may be applied, as done by Doyle and Newman.?' In
other words, the simple solutions developed here can be used to give a quantitative
estimate of what longer times or slower rates really means in an electrochemical system,
based on the magnitude of the dimensionless current density, for example. The solution
methodologies developed here may also be of great use in simplifying the analyses of
psecudo two dimensional problems.z() For cxample, instead of integrating the exact
solution (equation 19), one of the approximate solutions (equations 20, 33 or 38) can be

casily integrated by applying Duhamel's superposition theorem.



CONCLUSIONS

A common assumption used in simplifying the modeling of complex adsorption
and catalytic systems is introduced here for simplifying the modeling of complex
electrochemical systems. In particular, second, fourth and sixth order polynomial profile
approximations, that describe the concentration profile of an electrochemically active
species in a spherical electrode particle, are used to simplify the unsteady-state diffusion
equation with a constant diffusion coefficient and describe the galva.nostatic discharge of
electrode particles. The resulting analytical expressions compare extremely well with the
exact analytical solution in predicting the concentration profiles, surface concentrations
and electrode utilization over a broad range of practical dimensionless current densities.
Based on a quantitative criterion that is also developed, the sixth order, four parameter
polynomial approximation gives the best results, with errors of less than 5% over a broad
range of practical conditions. These relationships should thus be very useful in the

design and analysis of electrochemical systems, and also in parameter estimation.

The methodology developed in this work should also be very useful in
simplifying the analysis of other more complicated electrochemical systems, for example,
in solving pscudo two-dimensional problems. Morcover, this methodology is readily
extended to the case where the diffusion coefficient is a function of concentration (i.e.,
state of charge), as will be shown in part 2 if this study. It is also amiable to time
dependent and/or other nonlinear boundary conditions, and even impedance studies as

will be shown in part 3 of this work. Therefore, it is anticipated that these polynomial

16




profile approximations will find considerable use in simplifying the modeling of co.mplex
electrochemical systems without sacrificing much accuracy. |
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NOMENCLATURE
a(t) time dependent constant (dimensionless)
b(t)  time dependent constant (dimensionless)

d(t) time dependent constant (dimensionless)

c concentration, moles/cm’

Co initial concentration moles/cm®

Cs surface concentration moles/cm®

1 applied current density, Alem’

C dimensionless concentration

Cs dimensionless surface concentration
D diffusion coefficient, cm’/sec

| applied current, A/g

R, radius of the electrode particle, cm
U utilization (dimensionless)

Grecek:

o dimensionless current density at the surface
T dimensionless time
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FIGURE CAPTIONS

Approximate and exact dimensionless concentration profiles inside a spherical
electrode particle for & = 0.1.

Approximate and exact dimensionless concentration profiles inside a spherical
electrode particle for & = 0.5.

Approximate and exact dimensionless surface concentrations at the surface of a
spherical electrode particle as a function of the state of discharge for & = 0.1 (ldw
value of 3).

Approximate and exact dimensionless surface concentrations at the surface of a
spherical electrode particle as a function of the state of discharge for 6 = 1
(moderate value of 3).

Approximate and exact dimensionless surface concentrations at the surface of a
spherical electrode particle as a function of the state of discharge for & = 2 (high
vaiuc of d).

Approximate and exact dimensionless surface concentrations at the surface of a
spherical electrode particle as a function of the state of discharge for 6 = 5
(extremely high value of ).

Approximate and exact predictions of the electrode utilization in a spherical
electrode particle as a function of the dimensionless current density S.

Error in predicting the dimensionless surface concentration at the surface of a
spherical clectrode particle from the approximate models as a function of the

dimensionless current density 0.
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Dimensionless Surface Concentration, C,

Figure 3. Subramanian e al.
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Dimensionless Surface Concentration, C,
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Figure 7. Subramanian et al.
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Abstract

The nickel hydroxide electrode is known to exhibit a stable
hysteresis loop, with the potential on charge being higher than that on
discharge at every state-of-charge. What we show here is that this loop
created during a complete charge and discharge (i.e., boundary curves) is
not sufficient to define the state of the system. Rather, internal loops
within the boundary curves (i.e., scanning curves) can be generated that
access potentials between the boundary curves. The potential obtained at
any state-of-charge, as well as how the material charges and discharges
from that point, depends on the cycling history of the material. Analysis
of the boundary and scanning curves suggests that the electrode consists of
a number of individual units or domains, each of which exhibits two or
more metastable states. The cycling behavior of the nickel hydroxide
electrode is discussed within the context of previously developed
theoretical arguments regarding domain theory. Although the specific
cause for the metastability in each domain is not understood, considerable
insights are provided into the history-dependent behavior of the nickel
hydroxide elcctrode. Finally, an empirical procedure is developed to

predict the scanning curves based on the boundary curves.




Introduction

Hysteresis is a characteristic of a system in which a change in the direction of the
independent variable leads to the dependent variable failing to retrace the path it passed
in the forward loop.! In other words, the dependent variable lags behind in an attempt to
track the changes in the independent variable. Consequently, the system exhibits
“history” dependence, with the path of the system dictated by its previous history. The
phenomenon is manifested as a closed loop with two values of the dependent variable for
each independent variable, one in the forward loop, and the other in the reverse. Most
often, the size of the loop changes depending on the rate with which the independent
variable is changed. A common electrochemical example of such a “time-dependent
hysteresis” is cyclic voltammetry. The anodic and cathodic loops do not overlap due to
kinetic, mass-transfer, and ohmic resistances, and therefore they move closer together as
the rates arc lowered. However, in a few systems, the loops generated are stable,

"and

reproducible, and rate-independent. Such loops are termed “permanent hysteresis,”
they are the focus of this paper. From this point forward, the term “hysteresis” will refer

only to this rate-independent phenomenon.

Hysteresis is well-studied in adsorption1 and magnetism,” but there are only a few
documented examples in clectrochemical systems. This includes the history-dependent
equilibrium potential observed during the intercalation of lithium ions into carbon™ and
LiMnO; electrodes,”® hydrogen in LaNis,’ and protons into nickel hydroxide.*'? In the
latter example, the “cquilibrium potential” measured during charge (i.e., proton
extraction) is 40 to 90 mV higher than that measured during discharge (i.e., proton

intercalation) at room tcmpcraturc.8'10 The potential offset between charge and discharge




decreases approximately 0.5 mV for every 1°C increase in temperature,8 and at room
temperature the offset decreases by 40 mV with the addition of cobalt to the active

material >*1°

The hysteresis loop generated during a complete charge and discharge reveals that
such loops are stable, reproducible, and rate-independent. However, it has been shown in
adsorption and magnetism studies that these “boundary curves” reveal only limited
aspects of the hysteresis phenomenon.1 Curves generated on partial cycling of the
independent variable (i.e., “scanning curves”) are required to analyze the system
completely. To date, no thorough study of the hysteresis in an electrochemical system

has been performed.

The purpose of this paper is to gain insight into the hysteresis during the exchange
of protons in nickel hydroxide. This is achieved by first measuring and comparing the
boundary curves from films of different structure (pure Ni, cobalt doped Ni, and aged
films). Subsequently, the “permanent” nature of the hysteresis effect in nickel hydroxide
is confirmed by conducting experiments as a function of time. Following this, various
theories that have been proposed to explain hysteresis are examined, which illustrate the
importance of the scanning curves in understanding the material’s history dependence.
extent of applicability of these theories to the nickel hydroxide electrode is discussed by
comparing them to cxperimental data. Finally, an empirical approach to predict the
scanning curves based on the boundary curves is illustrated. It should be noted that the
history or memory that is described in this paper is not the oft described “memory effect”
in nickel batteries.!" While the “memory effect” is exhibited as an inability to discharge

fully the electrode afler it has been partially discharged repeatedly, the memory in this




paper deals with the potential being dependent on the proton intercalation history. The

electrodes described here do not exhibit the “memory effect” seen in nickel batteries.

Equilibrium Potential of the Nickel Electrode

The measurement of the equilibrium potential of the nickel electrode as a function
of the state of charge (z) is complicated by three properties of the material. The first
complication arises from the complex nature of the nickel hydroxide redox reaction,
which leads to ambiguity in relating the measured potential to the activity of the oxidized
and reduced species. The charge and discharge process in the nickel hydroxide electrode
involves the extraction and intercalation of protons, respectively, into the solid crystal

lattice. Ideally, this has been represented as'?

charge

Ni(OH), |

discharge

NiOOH,_, +zH" +ze” E°=0.29 Vvs. Ag/AgCl  [1]

Using reaction 1, previous investigators have defined the standard equilibrium potential
as the point where there are equal quantities of Ni*" and Ni*" by assuming that the
electrode is a solid solution of Ni(OH); and NiOOH."!® Therefore, z is equal to the ratio
of Ni** to the total nickel concentration. The problem with this approach is that reaction
1 is only an idealized representation of the redox behavior of the electrode, as the

1618 Spectroscopic evidence and

material is also known to have Ni*" in the lattice.
chemical analyses suggest that the Ni*" is a consequence of the material’s considerable
nonstoichiometry (i.e., presence of Ni defects), with some Ni sites occupied by potassium

ions or protons in addition to the protons intercalated in reaction 1."® These variations

result in the number of clectrons transferred per mole of nickel not necessarily being 1.0,




as implied by reaction 1. Rather, this number depends on the change in defect structure

. . 1
during charge or discharge. 9:20

The second complication in measuring the equilibrium potential is that the
potential measured when the material is charged to 50% of its total capacity (z=0.5) is 40
to 90 mV higher than when it is discharged to that point.®'® This hysteresis has often
been dismissed when reporting equilibrium potentials. It has been assumed that the
potential measured on discharge is the true equilibrium of the system, with the potential

. . P 1
on charge representing some unexplained departure from equlllbrlum.g’ 5

The third complication involves establishing “equilibrium conditions.”  For
convenience, low-rate, galvanostatic experiments, where potential losses due to kinetic,
mass-transfer, or ohmic effects are negligible, have been used to determine the
equilibrium potential as a function of z. This approach is convenient because a
continuous potential vs. z curve can be generated in a single experiment. However, such
measurements are complicated in the nickel electrode by the oxygen evolution reaction

according to
40H™ -0, +2H,0 +4¢” E°=0.22 V vs. Ag/AgCl (2]

Since the standard potential for reaction 2 is less than that for reaction 1, oxygen
evolution occurs simultancously with the nickel hydroxide redox reaction under normal
operating conditions. This coulombic inefficiency means that not all the current going
into, and removed from, the system is that due to reaction 1. Therefore, experiments

designed to track the progress of reaction 1 by relating current to z have to account for



this reaction. One method of achieving this is to use a mathematical model that corrects

for oxygen evolution during the charge or discharge.g’m’zo’21

The use of a galvanostatic experiment, which results in an oxidation current
flowing during the charge loop and a reduction current during the discharge loop, led
Timmerman ef al.?? to speculate that the potential offset did not arise because of a
difference in history associated with charge and discharge, but rather the direction of the
current. Their argument was that the Schottky barrier formed between the metal current
collector and the semiconducting nickel hydroxide caused the potential offset.? This
barrier would behave as a rectifier, with a current-invariant potential offset when forward
biased. In other words, a constant-potential offset would be established when a charging
current is passed, with no effect when a discharging current is passed. The potentiostatic

. 9,1
experiments performed by Ta and Newman 0

should dispel this theory. They showed
that the capacity of the clectrode depended on whether it was stepped to the particular
potential from the discharged state or from the charged state. For either potential step,
only a small oxidation current flowed once steady state was reached, corresponding to

reaction 2. Therefore, they established two different equilibrium conditions that differed

only by their past history (i.e., a hystcresis).

Experimental

Films of nickel hydroxide were deposited electrochemically on a 0.2 cm’ gold
substrate sputtered on a quartz crystal using a procedure described in detail
elsewhere.?*** Cobalt doped nickel hydroxide films were deposited at room temperature

in a bath containing 1.8 M Ni(NOs),, 0.175 M Co(NOs3);, and 0.075 M NaNOs n a

6



solvent of 50 volume percent (v/o) ethanol using a cathodic current of 1.0 mA (5.0
mA/cm?). fhe deposition was conducted for 690 s, which was found to correspond to a
film of mass approximately 35 pg (175 ug/cmz) as measured using an electrochemical
quartz-crystal microbalance (EQCM). Films deposited under these conditions were
determined to have a nickel to cobalt ratio in the film of 88:12.>° These films are referred
to as “fresh Ni-Co films.” Films referred to as “fresh pure-Ni films” were deposited
using these same deposition conditions and with solutions of the same composition, but

devoid of cobalt.

Following the deposition, the films were rinsed in de-ionized water (resistivity
18.2 MQ-cm), and the cell was filled with a solution of 3 weight percent KOH. The
films were conditioned by charging at a constant current of 1 mA/cm? until oxygen
evolution, cycling 25 times at a sweep rate of 5 mV/s between 0.5 and 0.0 V vs.
Ag/AgCl, and discharging at a constant current of 100 pA/cm2 until 0.0 V vs. Ag/AgClL
Experiments to study the effect of the first charge or the effect of aging in the KOH
solution were conducted prior to this conditioning step. Aged films, termed "aged Ni-Co
films," were prepared by soaking a freshly deposited film in 3% KOH for 40 hours. All
experiments were conducted using a three-electrode setup with a platinum
counterelectrode and a Ag/AgCl reference electrode. Experiment sets that were
estimated to last more than 5 hours were conducted using a Hg/HgO (3% KOH) reference
electrode immersed in a luggin capillary in order to minimize drifts in potential due to the
diffusion of OH ions into the reference electrode solution. The potentials were then
corrected by subtracting 70 mV to match the Ag/AgCl reference electrode. An EG&G

M263 A potentiostat/galvanostat was used to perform the experiments. The equipment



control and data acquisition were achieved using the M270 software. All constant current
experiments reported in this paper were conducted at 100 pA/cm?. This current density is

in a range where the potential of the electrode was current independent.15 In other words,

kinetic, mass-transfer, and ohmic losses are negligible in the curves shown in the paper.

Results and Discussion

Boundary Curves for the Nickel Hydroxide Electrode.—Figure 1(a) shows the
first two constant current charge/discharges of a fresh pure-Ni film. The figure illustrates
the differing electron transfer that occurs between the first charge and the subsequent
charge/discharges.  While the capacity on the first charge (corrected for oxygen
evolution) is ~0.30 C/em?, the capacity on the second cycle is only ~0.18 C/cm®. This
differing capacity is attributed to differences in the exchange of protons and potassium
jons from the Ni vacancies between the two cycles.26 These variations in the structure
cause the first charge to show an oxidation state change from 2.0 to 3.67 (a 1.67 electron
transfer), while the discharge results in the oxidation state change from 3.67 to 2.67 (a 1.0
electron transfer).'”'®

Figure la can be rescaled by converting the abscissa from time to z, where z is the

state-of-charge defined as

Q
}Qmax

(3]

z=2"+

where z° is the value of z at the start of the experiment (i.e., z° = 0.0 on charge and 1.0 on
discharge), Q is the coulombs exchanged in the nickel reaction (Q as well as the currents

are positive on charge, and negative on discharge), and [Qmax| is the absolute value of the



total number of coulombs exchanged in the nickel reaction from the beginning to the end

of the experiment. The ratio Q/|Qmax| is given by

}INidt’
P [4]
[Tt
0

1 is the cut-off time (i.e., time to reach the oxygen-evolution plateau on charge and 0.0 V

| Q max

on discharge), and Iy; is the current to the nickel reaction. The nickel current is given by
i = I— on (V) [5]

I is the total impressed current and I«(V) is the current to the oxygen evolution reaction

given by

L (V)=i,., exp(aa (V- U,cf,ox)J "

Upetox is the equilibrium potential of the oxygen evolution reaction (0.22 V vs. Ag/AgCl
in 3% KOH). The exchange current density for the oxygen evolution reaction, ioox, Was
determined from Eq. 6 by setting o, to 0.75,” V to the potential of the second charge
plateau, and Iox to the applied current. This value of ioox Was then used in Eq. 6 to get Iox
as a function of V.

The resulting plot of potential vs. z is shown in Figure 1(b). The most striking
effect of rescaling from time to z occurs when comparing the first and second charges.
Even though the first charge lasts nearly 70% longer than the second (i.e., the first and
second charges give a 1.67 and 1.0 clectron transfer, respectively”’]g), the curves are very

similar to one another when the potential is plotted versus z. In addition, cycling the




fresh pure-Ni films results in a steady decrease in the number of electrons transferred,'™'®

but plotting the potential vs. z results in overlapping discharge curves.

The same qualitative trends seen in Figures 1(a) and 1(b) for fresh pure-Ni films
are also seen in Figure 2 for fresh and aged Ni-Co films. However, the potential needed
to charge and discharge the electrode does depend on the type of film cycled. Figure 2(a)
shows the second cycle for a fresh pure-Ni film compared to the second cycle for a fresh
Ni-Co film. The potential of the fresh Ni-Co film is lower,”'® and the potential offset
between charge and discharge is 53 and 43 mV for the fresh pure-Ni film and fresh Ni-Co
film, respectively. In comparison, Ta and Newman’'? report an offset of 92 mV for the
pure Ni films and 50 mV for the Co-doped film. The differences may be due to the
different film thickness employed in the two studies. While the films deposited in this
study are estimated to be ~0.5 pm based on the nickel hydroxide density of 3.5 glem’, 2

Ta and Newman report a thickness of 20 to 40 nm.

A similar shape for the potential vs. z curve seen in Figures 1(a) and 2(a) is also
obtained when the fresh Ni-Co films are aged in 3% KOH for 40 hours as shown in
Figure 2(b). Although the potential of the aged film is higher by ~37 mV, the shape of
the curves and the offset between the charge and discharge (43 mV in the fresh film and
45 mV in the aged film at z=0.5) are similar. Spectroscopic studies indicate that aging
the film leads to a material with a lower defect content.® The lower defect content
results in material that cycles between an oxidation state of 2.33 to 3.33, compared to
2.67 and 3.67 oxidation range for fresh material.?® In summary, the curves in Figures 1
and 2 show that although the equilibrium potentials depend on the structure of the

material, the shape of the curves when plotted against z is similar.
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Constant-Potential Experiments.—Having established the effect of the structure
of the active material on the hysteresis boundary curves, we now show that the constant
current and constant-potential experiments are comparable. In other words, the hysteresis
curves are shown to be independent of what variable is controlled and independent of the
direction of current flowing through the material. Subsequently, we show that the
hysteresis is indeed “permanent” by conducting the experiments as a function of time.
All the results shown in the rest of the paper are from fresh Ni-Co films that are

conditioned using the procedure described in the experimental section.

Figure 3 shows the experimental equilibrium potential as a function of extent of
proton extraction, z, for galvanostatic charge and discharge (denoted by the solid lines).
The hysteresis between charge and discharge is also seen in the inset in Figure 3, where
the offset potential is plotted as a function of z. The inset shows that the offset is
constant through most of the charge/discharge with a value of 43 mV at z=0.5, with the
loop closing at z=1. The constant-potential experiment was conducted by first charging
the electrode from the completely discharged state to the desired potential and then
holding at that potential for 1 hour. The curreﬁt decayed exponentially to reach a steady-
state oxidation current of ~5 pA/cm’, corresponding to the oxygen evolution reaction,
after approximately five to ten minutes. Once this experiment was completed, z was
determined from Egq. 4 following a galvanostatic discharge to 0.0 V. The resulting z and
potential are plotted as the open circles in Figure 3. The constant-potential experiments
yield a potential vs. z similar to that estimated using the constant current experiments.

The highest deviation occurs at the low proton concentrations (circle at z=0.75), where

11




the contribution of the oxygen evolution reaction becomes significant, possibly inducing

errors in the estimate of z.

The same experiment was repeated in the discharge loop at the three potentials
used in the charge loop. In other words, the electrode was discharged from the
completely charged state to the desired potential and then held at that potential for I hour.
Once again, a steady-state oxidation current of =5 pA/ecm® was observed after five to ten
minutes. The electrode was then discharged to 0.0 V, and z was determined from Eq. 4
(denoted by the solid circles in Figure 3). Again, the constant-potential experiment
shows a hysteresis similar to that in a constant current experiment. The results shown in
Figure 3 confirm the conclusion by Ta and Newman that the Schottky barrier cannot be
the cause for the hysteresis, as the constant-potential experiment would have resulted in
an identical z irrespective of the history of the electrode. In addition, the similarity
between the two experiments suggests that determination of the equilibrium state of the
system can be achieved by either controlling the current, which is equivalent to

controlling z, or by controlling the potential.

Further to confirm that the offset shown in Figures 1 to 3 is indeed a “permanent
hysteresis,” the potentiostatic experiments were conducted on a different film where the
potential was maintained for various times. Here the electrode was set at a constant-
potential on both the charge and discharge loop for four time periods (%, 3, 6, and 10
hours), and z was determined at the end of the experiment. Figure 4 plots z as a function
of the time held at 319 mV vs. Ag/AgCl. There is a negligible difference between z
measured after % hour and that mcasured after 10 hours, on both the charge and

discharge loop. Notc that, in the constant current experiment, the whole experiment is

12



completed in ~1500 seconds, and yet Figure 3 shows that even this short a time is enough
to reach equilibrium. Therefore, there indeed exist at least two stable equilibrium states.
Which state is achieved is dictated by the history of the material. Furthermore, these
equilibrium states can be measured from a convenient galvanostatic charge/discharge

experiment.

Domain Theory—The similarity of the hysteresis in nickel hydroxide to those
observed in gas-solid adsorption and magnetism leads us to examine domain theory,
which has been offered as the description for hysteresis in these systems. For example,
experimental evidence suggests that magnetic hysteresis is caused by the loss of energy
due to movement of the domain walls, which can be measured in the form of sound
intensity (i.e, the Barkhausen effect).? In this theory, a system that exhibits hysteresis is
thought be made up of a large number of small regions or domains, each of which takes
up two or more metastable states for a single value of the external independent variable.
The actual cause for the metastability is immaterial at this stage—what is important is
that the domains exhibit such an effect. The metastability in a generic domain was
explained by Everett and Whitton® in terms of a switch that consists of a bimetallic strip
with one end connected to a permanent magnet. The other end of the strip is connected to
another permanent magnet through a battery. The magnets are arranged such that, at a
temperature T,, the distance between them reaches a critical value, the contact shuts, and
a current flows. On cooling, the circuit is not broken at T, but the strip has to be cooled
further to Ty where the stress in the strip overcomes the attraction between the magnets.
This gives risc to a hysteresis in the system independent of the heating and cooling rate.

An analogous examplc is described here to explain domain theory in nickel hydroxide.

13




Consider a hypothetical domain of nickel hydroxide, which consists of a finite
number of Ni sites, with two interlamellar protons associated with each site. Analogous
to the switch, assume that an interlamellar proton de-intercalates from each of the Ni sites
at the same potential V., whereby the electrode is transformed from the fully discharged
to the fully charged state (i.e., z goes from 0 to 1). The resulting potential vs. z is plotted
in the forward loop in Figure 5(a). However, if some irreversibility were to exist in the
domain such that the potential where the proton is re-intercalated is at a lower potential,
say Vg, then hysteresis would occur between intercalation and extraction. This form of
irreversibility is comparable to the theory of accommodation described by Everett,'
where the material is thought to undergo an irreversible step that involves “prising open”
of the layers of the host material (e.g., NIOOH) to accommodate the guest atom (e.g.,
H".! Once intercalation occurs, the expanded solid adopts a new position of minimum
energy, so that extraction occurs under a different path. This accommodation effect was
proposed by Zheng et al.’® as the cause for the hysteresis during lithium intercalation in
hydrogen-containing carbons.” They argued that, once intercalation occurs, the lithium
binds on the hydrogen-terminating edges of hexagonal carbon fragments, causing a
change in the sp” bond to an sp® bond. Therefore, extraction occurs at a different driving
force, hence resulting in hysteresis. The authors assumed that the bonding is an activated
process, whereby the hysteresis described in their paper is time dependent. However, the
time constants were argucd to be long enough such that hysteresis is seen under rates that

are experimentally practical.

Another form of metastability in each domain could be due to the occurrence of

first-order phase transitions. This approach has been used by Everett and Nordon® to
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explain hysteresis in hydrogen absorbing alloys and has been proposed as a possible
cause for the hysteresis in the nickel electrode by Milner and Thomas® and Barnard et
al®* Consider a domain in the nickel hydroxide electrode which consists of a solid
solution of Ni(OH), and NiOOH. Assume the Gibbs free energy of the solid solution has
the form depicted by the curve AEGD in Figure 5(b). If the system followed a reversible
path, then phase separation would occur at points B and C on charge and discharge,
respectively. The resulting potential profile would be ABKCD, and no hysteresis would
be observed. However, if on charge the solid solution became supersaturated with
NiOOH, the material would be metastable from points B to E. Phase separation would
not occur until the potential V (i.e., point E), and the charge curve would be AEFD. On
discharge, the solid solution could be supersaturated with Ni(OH),, and the material
would be metastable from points C to G. At Vq4 (i.e., point G), phase separation would

occur, and the discharge curve would be DGHA, leading to hysteresis.

There are two discrepancies between the experimental hysteresis curves shown in
Figures 1 to 3 and the schematics in Figures 5(a) and (b). Namely, the experimental
curves are not horizontal at intermediate z (i.e., the curves are S-shaped), and they are
asymmetric (i.e., the potential drops off sharply at z close to 0.0, but it changes more
gradually at z close to 1.0). One explanation for these discrepancies can be obtained by
considering the clectrode to consist of a large number of domains, with each domain
consisting of a finite number of Ni sites. Although this explanation applies whether the
hysteresis is due to intercalation effects [Figure 5(a)] or phase separation [Figure 5(b)],
the former will be used for illustrative purposes. We assume that the characteristic of

cach domain is similar to that scen in Figure 5(a) and each has a critical potential Vg
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where the proton is released from domain i on charge, and a potential Vg4; where the

proton re-intercalates into domain i on discharge.

If all the domains have the same critical potentials, V and Vg, then the boundary
curve would be identical to Figure 5(a) Therefore, let us assume that V; and Vg4; vary
among the domains as shown in Figure 5(c). For simplicity, Vi and Vg, are taken to be
normal distributions with the difference between the two potentials, A, the same for each
domain. The boundary curves can then be constructed by integrating the distribution V.
and Vg; to give OAB and BCO, respectively, in Figure 5(d). Therefore, even though
each domain has a flat potential profile given in Figure 5(a), a distribution of critical
potentials where intercalation/deintercalation occurs results in an S-shaped profile, which
more closely resembles the experimental curves. The asymmetry in the experimental
boundary curves can be accounted for by having a non normal distribution of domains or

by assuming a distribution where A varies between the different domains.

In order to generate a scanning curve, the distribution V; in Figure 5(c) is used
until the point A. Integrating this partial distribution yields the forward scan in Figure
5(d) (solid line). If the distribution Vg; does not depend on the charge history, then on
reversing the direction of the scan the system reverts to the distribution Vy; at the point C.
Integrating Vg, from C rcsults in the reverse scanning curve as shown in Figure 5(d). The
resulting scanning curve has a vertical line (AC) from the forward loop to the reverse
loop indicating that intcrmediate potentials cannot be attained at that z. An asymmetric
boundary curve would also result in an immediate drop from the charge to the discharge
boundary curve as soon as the current is reversed. Ta and Newman’'? speculate that the

scanning curve for nickel hydroxide would follow such a path.
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However, if the discharge distribution changes as the electrode is charged, then
the solid Vg; curve is reached only after the electrode is fully charged. When the
electrode is charged to z=0.5, the Vy; distribution has only reached the dotted line in
Figure 5(c). Reversing the current at this point causes the domains to discharge along a
different path from that of the fully charged electrode. A changing distribution suggests
that the domains do not act independently, but are dependent on the nature of the
surrounding domains. The result is the S-shaped dotted-line AO. For the same set of
boundary curves there could be an infinite number of scanning curves, depending on the
degree to which the domains interact. Therefore, the scanning curves, not just the

boundary curves, are essential to characterize the hysteresis completely.

Scanning Curves for the Nickel Hydroxide Electrode—Figure 6 shows the
boundary curves and the discharge scanning curves for the nickel hydroxide electrode.
The boundary curves were generated by correcting the potential-time charge/discharge
curves for oxygen evolution as detailed previously. To generate the scanning curves, the
electrode was charged until a known amount of coulombs was passed; the current was
reversed, and the electrode was discharged to a cut off potential of 0.0 V. The curves

were then converted to potential vs. z by correcting for oxygen evolution using

Q..+ [Tt
z= °—|Q—O__ [7]

|Qmax| is equal to the denominator in Eq. 4, Iy; is given by Eq. 5, and [Qxd/, is the capacity

of the scanning curve, cvaluated using
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Q.| =] [1at (8]

where T is the time taken to reach 0.0 V in the scanning curve. Figure 6 shows that the
discharge scanning curves lic in the separation between the charge and discharge

boundary curves, confirming that states within the hysteresis loop are accessible.

Figure 7 shows the charge scanning curves on the same electrode, where again the
existence of the intermediate states is confirmed. The curves were generated by fully
charging an electrode from the fully discharged state, following which the electrode was
discharged until a known amount of coulombs was passed, and the current reversed. The
curves were then corrected for the oxygen evolution reaction using equations 3 and 4
with z° = 7., and using the discharge boundary curve to evaluate the denominator in
equation 4. The confidence in the estimate of z decreases as we approach z = 1.0 (i.e,
the fully charged state) due to the large fraction of oxygen evolution in this region. The
shape of the scanning curves in Figures 6 and 7, when interpreted using domain theory,
suggests two aspects of the nature of the domains, namely, (i) there is a distribution of
critical potentials where metastability occurs over the domains‘ and (ii) the behavior of

each domain is history dependent within the range of metastability.

Figures 6 and 7 show that small changes in z on the boundary curves result in the
potential of the material changing to values between the boundary curves. Alternatively,
when the potential is the independent variable, this result can be reinterpreted to mean
that even small changes in potential within the boundary curves will lead to proton
intercalation/extraction (i.e., changes in z), with a finite current passing through the

system—a result that was observed experimentally.  Hence, techniques that involve
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perturbations of the potential within the boundary curves (e.g., potential step and

>3%) would involve intercalation/extraction of

electrochemical impedance spectroscopy2
protons. This is in contrast to Ta and Newman’s speculation that such experiments
would have little meaning, as the authors assumed that intermediate potentials between
the boundary curves would not result in proton intercalation/deintercalation.”'?
However, Figures 6 and 7 show that, at any z, the slope of potential vs. z on the scanning
curve is different from that on the boundary curve. This suggests that the amount of
proton intercalated on the positive potential step from the boundary curve would be
different from that on a negative step. Therefore, a more detailed understanding of the

role of the domains is needed in order to estimate parameters (e.g., diffusion coefficient)

based on these perturbation techniques.

Not only are multiple potentials attained at each z (e.g., one on the charge loop, a
second on the discharge loop, and another for each scan), but also a similar S-shape is
observed when comparing the boundary curves to the scanning curves, as mentioned
previously. The similarity between the boundary and scanning curves is especially
striking when the abscissa of the scanning curves is rescaled. The rescaling in Figure 8 is
accomplished by stretching each discharge scanning curve in Figure 6 until it touches the
discharge boundary curve. For example, the boundary curves and one of the scanning
curves from Figurc 6 arc reproduced as an inset in Figure 8. The figure defines two
values of z, namely 7., denoting the z at which the scan is reversed and z4, denoting the

z on the discharge boundary curve that has the same potential as z.y. The abscissa is then

) , z )
rescaled using z' = (—"]/ to generate Figure 8. Note that for a boundary curve, zg=zy

“rev
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and therefore, z' = z. Although no physical basis exists for the rescaling, it is seen from
Figure 8 that the scanning curves overlap on the boundary curve, and only the end of the

very short scanning curve deviates from the boundary curve.

A similar analysis was undertaken for the charge scanning curves as shown in
Figure 9(a), where the scanning curves were rescaled to touch the charge boundary curve
using an equivalent procedure by defining a reversal point, Zey, and an equivalent point
on the charge curve, z.. Although the quantitative overlap in Figure 9(a) is not as good as
in Figure 8, the qualitative shapes are similar. The major qualitative difference is that the
boundary curve has a very sharp rise in potential at the beginning of charge, where the
scanning curves show a more gradual increase. This gradual increase is seen even when
the current is reversed at the knee at the end of discharge where z—0. Only when the
discharge is continued until the potential reaches 0.0 V vs. Ag/AgCl is the sharp rise in
potential at the beginning of charge seen. Hence, the rescaling was changed so that the
scanning curves touch the longest charge scanning curve by assuming that it was
representative of the charge boundary curve. Again, the reversal point, Zey, and an
equivalent point on this charge boundary curve, z., were used for the rescaling, which is
shown in Figure 9(b). Although, differences are still evident between the scanning
curves, the overlap is better than that in Figure 9(a), especially at low values of z. It is
known that when the nickel hydroxide electrode is completely discharged the
conductivity of the material is very low and the material behaves as a semiconductor."’
This low conductivity could be the cause for such differences between the boundary and

scanning curves.
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As mentioned earlier, there can be an infinite number of scanning curves for the
same set of boundary curves depending on the distribution of the domains and their
interaction with the adjacent domains. However, independent of these interactions,
Everett and Smith®”*® arguc that the boundary and scanning curves obey certain
theorems. Using various distributions to describe the boundary and scanning curves,
Everett and Smith®”*® outline seven theorems that describe the relationship between the
boundary and scanning curves. These theorems also govern the trajectories of the system
inside the hysteresis loop. Any system that exhibits a true hysteresis due to the existence
of domains should follow theorems 3 to 7 and either theorem 1 or 2. We first describe
the theorems in electrochemical terms, and then compare them to the nickel hydroxide
electrode to see their applicability. For details of the derivation of the theorems and their

limits of applicability see Everett and Smith®*®* and Enderby.”’40

Theorem 1: If the discharge scanning curves meet the discharge boundary curves
before the electrode is fully discharged, then the charge scanning curves will meet the
charge boundary curves before the electrode is fully charged. The scanning curve from A
to C in Figure 5(d) is an extreme case of theorem 1 where the scanning curve meets the

boundary curve, but with no change in z.

Theorem 2: If the discharge scanning curves converge on the lower intersection
point of the boundary curves (z=0), the charge scanning curve will converge on the upper
intersection point (z=1). In other words, the scanning curves meet the boundary curve at
7=0 or z=1 only, and not at any intermediate z. The dotted scanning curve from A to O in
Figure 5(d) corresponds to thcorem 2, where the scanning curve meets the boundary

curve only at z=0. Figures 6 and 7 reveal that the scanning curves in the nickel hydroxide
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electrode closely resemble curve AO in Figure 5(d), and therefore can be said to follow

theorem 2.

Theorem 3: The slope of the discharge scanning curve must always be more than
that of the discharge boundary curve at the same z; similarly the slope of the charge
scanning curve should be more than that of the charge boundary curve at the same z. We

can see from Figure 6 and 7 that this is true for the nickel hydroxide electrode.

Theorem 4: The first part of this theorem predicts that if the path of the system is
reversed at a particular potential Va, with a corresponding z = z4, and the potential
scanned to Vp and back to Va, then z will return to za. The experimental data in Figure
10 show the results as envisioned in this theorem. Here the electrode was charged from
the completely discharged state to V4 = 335 mV vs. Ag/AgCl, which corresponds to za =
0.52. The current was reversed to generate a discharge scanning curve until the potential
reached Vg = 285 mV. The current was again reversed to generate a charge scanning
curve, where it returned to the point V4 = 335 mV and zx = 0.52 as predicted by the
theorem. The sccond part of this theorem predicts that cycling the potential between Va
and Vg will lead to a loop of constant shape and area independent of the position of z. In
order to test this part of the theorem, the electrode was completely charged and then
discharged to Vi = 285 mV, corresponding to a zg = 0.44. The current was reversed to
generate a charge scanning curve until the potential reached Va4 = 335 mV. The current
was again reversed to generate a discharge scanning curve, where it returned to the point
Vg = 285 mV and z; = 0.44. As predicted, the two scanning loops have the same shape

and area. These two internal loops arc reproducible, and one can cycle between the

22




points V4 and Vp with negligible change in the shape of the loops. Such reproducible

internal loops also have been seen in adsorption hysteresis.1

Theorem 5: If, when the systems returns to V as envisioned in Theorem 4, z is
allowed to increase by continuing the charge, the system will move along the same curve
as that which would have been followed if no loop had been traversed from V4 (i.e., on
the boundary curve). To test this prediction, the electrode that was used to test for
theorem 4 was charged to z = 1 after the loop returned to V4. The resulting potential is
also shown in Figure 10, although it is not evident as it overlaps with the boundary curve.
The proximity of the two curves confirms the applicabilitly of this theorem. A similar
effect is seen on continuing the discharge past the point Vg to z=0, with the curve
approximately overlapping on the discharge boundary curve. Theorem 5 is also called
the “wiping-out” property of a system exhibiting hysteresis, as the memory of the
systems excursion at V is wiped out as soon as it returns to this point and the system

) . 41
behaves as if there was no excursion at Va.

Theorem 6: Any point P within the hysteresis loop can be reached in a number
of ways, some from lower z, others from higher. Although the system can be described
by its potential and state-of-charge (i.e., V and z), its state will not be completely defined
since its behavior when it moves away from P depends on its route by which this point
was approached. The importance of this thcorem is that the path of the system within the
hysteresis loop depends on its history, or in other words, the shape of the scanning curves
is related to a history-dependent distribution. This theorem has been the argument behind

using the domain concept and is fundamental to the description of the scanning curves.




In addition, experimental evidence of this theorem disproves the theory for
hysteresis proposed by Duhem, as described by Everett and Smith.*” Duhem describes
the scanning curves to be onc of two families of curves, the ascending series and the
descending series, such that only one of each family passes through each point. The
ascending curves are the possible paths of the system when the potential is increasing,
and the descending curves when the potential is decreasing. This is in contrast to what is
described in theorem 6, which states that each point in the loop can be reached by an
infinite number of paths. Figure 11 shows experimental data that support theorem 6 and
thereby disprove the theory of Duhem in the nickel hydroxide electrode. Here the
electrode was charged using a constant current until z = 0.8, when the current was
reversed to generate a discharge scanning curve until z = 0.15, at which point the
electrode was charged again to complete the loop. The electrode was then completely
charged and then discharged, after which a second loop was traversed, but over a shorter
z compared to the first, as indicated in the figure. Due to theorem 4, the system tries to
return to the point where the excursion from the main loop began. This property ensures
that the charge scanning curve in the shorter loop crosses the one in the longer loop at the
point P. Notice that, as predicted by theorem 6, the path of the system beyond point P is

different and depends on the route by which the point was reached.”!

T‘heor.er;l 7: If the system is taken through a series of oscillations of Az of
decreasing amplitude, after the n'" reversal, the system moves towards the point where the
(n-1)" reversal occurred; if the system is carried through this point, it moves towards the
(n-3)™ reversal point, and so on. This thcorem is an extension of theorem 4, in that it

describes the “wiping out” of thec memory when the system is taken on an excursion on
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the internal loops. In order to test the validity of this theorem, the system was charged
from the completely discharged state until z ~ 0.55, at which point the direction was
reversed. This discharge scan was maintained until z ~ 0.25, when the direction was
again reversed, as shown in Figure 12(a). An internal loop to this excursion was
executed by reversing this scan at z ~ 0.4 and again at z = 0.3. The system was then
allowed to charge completely to z= 1. As stated by the theorem, the systems returns to
the point where the sccondary excursion occurred, thereby wiping out the secondary
history. Charging the electrode further results in the systems wiping out the primary

history.

In order to observe the path of the system when Az was decreased in each cycle,
an experiment was conducted as shown in Figure 12(b). Here the system was charged
from the completely discharged state until z ~ 0.6, at which point the direction was
reversed. This discharge scan was maintained until z ~ 0.2, when the direction was again
reversed. This reversal was continued at successively lower intervals. As seen from
Figure 12(b), a reversal results in the curve approaching the previous reversal point, as
predicted by the thcorem. In addition, the curves appear to approach the midpoint

between the boundary curves.

The close agreement of the predictions of these theorems with the experimental
data on the nickel clectrode leads us to conclude that the nickel hydroxide electrode’s
behavior is consistent with the existence of a number of individual units or domains, each
of which exhibits two or more metastable states. While domain hysteresis is commonly
studicd in adsorption and magnetism, the effect seems to have been studied in only one

electrochemical cncrgy storage system, namely the Li/LiMnO; cells. In attempting to
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explain the production of heat in these cells, Murray et al® conclude that a part of the
heat is produced by the hysteresis effect. Although, the potential of the material appears
to represent that of a “solid solution,”** the authors suggest that in reality the material
could be exhibiting a first-order phase transition, the signatures of which are modified by
the disorder in the material. Therefore, the system can be thought to have domains of
coexisting phases. The authors also suggest that the memory of the system is stored in
the position of the phase boundary, and movement of the phase boundary causes

hysteresis.

In a subsequent paper, Sleigh ef al.® attempt to understand this hysteresis effect by
analyzing data on short cycles within the hysteresis loop and comparing their behavior to
the general theorems of hysteresis as described above. Loops similar to those shown in
Figure 10, where the clectrode is cycled between two points, were generated. However,
the authors note that the potential within the loop is parallel to that of the discharge
boundary curve, contrary to what is expected in theorem 3. In addition, the graph does
not seem to satisfy the “wiping-out” property that is expected in systems that exhibit
domains. Nevertheless, the effect of the history on the material’s potential and heat

profile is evident, and some similarities are seen with this study.

As mentioned earlier, the material can be made to cycle reproducibly within the
hysteresis loop. For cxample, the loop gencrated in Figure 10, where the reversal points
touch the boundary curves, can be cycled repeatedly with no change in the shape or area.
In order to test if the stability is maintained when the loops are small, such that the
reversals occur well before the boundary curves, the scanning curves shown in Figure 13

were obtained. In one sct of experiments, a completely discharged film was charged to z
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= 0.5, and then continuously discharged and charge to approximately z = 0.49 and 0.51,
respectively. The loop was repeated 50 times after which a similar experiment was
conducted after a completely charged film was discharge to z = 0.5. In this figure, the
curves were not corrected for oxygen evolution as itsA effects was estimated to be
negligible based on Eqn. 6. Assuming that the side reaction occurs at its maximum rate
over the duration of the 50 cycles, the decrease in z is estimated to be less than 3%. Even
a 3% change in z though would result in a decrease in voltage of less than 2 mV.
Negligible self discharge was confirmed further by discharging the material at the

beginning and end of the 50 cycles, where the capacity removed did not change.

The first and fiftieth cycles on charge and discharge are shown in Figure 13.
Contrary to what was expected from domain theory, it was found that the experiment on
charge was not stable and the potential of the system decreases until it approaches that of
the discharge boundary curve. On the other hand, the cycles on the discharge loop were
fairly reproducible, with little change in the potential. This is seen more clearly in Figure
14 where the potential of the midpoint of the charge and discharge is plotted as a function
of the cycle number for both the loops (i.e., loops generated after a partial charge and
after a partial discharge). The midpoint on the charge loop is higher than that of the
discharge loop in both cases. This is because extraction occurs at a greater driving force
compared to intercalation because of the metastability in the domains. However, the
midpoint potentials shift downwards as the clectrode is cycled. As the z at the end of the
50 cycles is the same as that at the start of the experiment, the oxygen evolution reaction
can be eliminated as the cause of this drift. This drift is in contrast with the result in

Figure 4, where the system was found to be stable over tens of hours. In addition, it 1s a
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deviation from theorem 4, where the potential of the system is expected to return to the
same point from where the excursion occurred. While Figure 12(b) shows that the
system approaches the midpoint between the boundary curves when Az is taken through
scans of decreasing amplitudes, Figures 13 and 14 show that when Az is the same the
curves approach the dischafge boundary curve. This would suggest that the memory of
the system’s excursion is not completely wiped out, resulting in the memory building up
over the cycles, thus causing the effect seen in Figures 13 and 14. The cause for this
memory buildup needs to be explored further to understand better the hysteresis in the

system.

Empirical Procedure to Predict the Scanning Curves from the Boundary
Curves—In the absence of a clear understanding of the underlying phenomenon behind
the hysteresis, an empirical approach is used to predict the scanning curves based on the
boundary curves. This approach can be used in nickel-based battery models to predict
the transients between charge and discharge during partial cycles. The first step in the
methodology is to fit the experimental discharge boundary curves to an empirical

equation. A nonlincar least-squares package, DataFit,™ was used to fit Eq. 9 to the

discharge boundary curve

E=E° +_Rlln[l _Z_'Z')+%[2AO(I—ZZ’)+BO (1-—32'2)] (9]

The parameters A, and B, in Eq. 9 arise from the use of a two-parameter Margules
expression to corrcct for activities.”™™ In Eq. 9, z' is the normalized z used to generate
Figures 8 and 9 and is cqual to z for the boundary curve. An adequate fit yiclded

E°=0.2985 V, A,=3.9745, and B,= — 4.6795. The second step is to identify the point Zrey
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where the scan is reversed and the point zg on the boundary curve, which has the same
potential as the start of the scanning curve (see Figure 8). For example, the scanning

curve originating at 0.48 would yield z.,=0.48 and z~0.85. Eq. 9 is then used for

. C . z , .
0<z'<0.85 to obtain E, which is plotted against z, where zz(—’—“—V—Jz , as shown in
Z4

Figure 15. Comparison with Figure 6 shows that the predictions of the scanning curves

are adequate.

A similar procedure can be used to predict the charge scénning curves as shown in
Figure 16. In keeping with the observation in Figure 9(a) and (b) that the shapes of the
scanning curves are qualitatively similar to each other but different from that of the
boundary curve, the longest charge scanning curve was take<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>